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We present a physiologically plausible binaural mechanism for the perception of the pitch of
complex sounds via ghost stochastic resonance. In this scheme, two neurons are driven by noise and
a different periodic signal eadwith frequenciesf;=kf, and f,=(k+1)f,, wherek> 1), and their
outputs(plus noisé are applied synaptically to a third neuron. Our numerical results, using the
Morris—Lecar neuron model with chemical synapses explicitly considered, show that intermediate
noise levels enhance the response of the third neuron at frequencies cligsesoin the cases
previously described of ghost resonance. For the case of an inharmonic combination of inputs
(f;=kfp+Af andf,=(k+1)fy+Af) noise is also seen to enhance the rates of most probable spiking

for the third neuron at a frequencly=f,+[Af/(k+1/2)]. In addition, we show that similar
resonances can be observed as a function of the synaptic time constant. The suggested ghost-
resonance-based stochastic mechanism can thus arise either at the peripheral level or at a higher
level of neural processing in the perception of pitch2@5 American Institute of Physics

[DOI: 10.1063/1.1871612

The perception and processing of environmental complex
signals resulting from the combination of multiple inputs
is a nontrivial task for the nervous system. In many spe-
cies, solving efficiently this sensory problem could have
an evolutionary payoff. A classical example is the percep-
tion of the pitch of complex sounds by the auditory sys-
tem, the mechanism of which remains controversial. Re-
cently, a mechanism for the perception of pitch has been
proposed on the basis of the so-called ghost stochastic
resonance. Under this paradigm, an appropriate level of
noise yields an optimal subharmonic neural response to a
combination of two or more harmonic signals that lack
the fundamental frequency, which is nevertheless per-
ceived by the system. The original proposal concentrated
in the peripheral level of the perception process, by con-
sidering the case of a simple monoaural presentation of
the complex signal. On the other hand, it is known that
complex sounds are also perceived when its two constitu-
ent tones are presented binaurally (i.e., one in each ear).
Thus, the question that remains is whether ghost stochas-
tic resonance can participate in detecting this “virtual”
dichotic pitch at a higher level of processing. In this pa-
per we present, on the basis of numerical simulations, a
plausible mechanism for the binaural perception of the
pitch of complex signals via ghost stochastic resonance.
In this scenario, each of the two input tones drives a dif-
ferent noisy neuron (corresponding to detection in the
left—right auditory pathways), and together they drive a
third noisy neuron that perceives the missing fundamen-
tal. In this way, the same basic mechanism of ghost reso-
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nance can explain pitch perception occurring at both the
peripheral and a higher processing level.

I. INTRODUCTION
A. Pitch perception by single neurons

Under many conditions sensory neurons can be consid-
ered as noisy threshold detectors, responding to external sig-
nals (either from the environment or from other neurpits
an all-or-nothing manner. Substantial effort has been dedi-
cated to examine theoretically and numerically the response
of neurons to simple input signals, usually harmonic, both
under deterministic? and stochastft? conditions.

Much less studied is the case of multiple input signals. It
is known, for instance, that a high-frequency signal enhances
the response of a neuron to a lower frequency driving via
vibrational resonance.On the other hand, two-frequency
signals are commonly used for diagnostic purposes, such as
in the analysis of evoked potentials in the human visual
cortex? but the detection and processing of this type of com-
bined signals is poorly understood. Recently, a study of the
response of a heuron to a combination of harmonics in which
the fundamental is missiﬁmas shed new light upon the
problem of the perception of the pitch of complex soufids.

The perceived pitch of a pure tone is simply its fre-
qguency. In contrast, the perceived pitch of a complex sound
(formed by a combination of pure tones a subjective at-
tribute, which can nevertheless be quantified accurately by
comparing it with a pure tone. In the particular case of har-
monic complex soundssignals whose constituent frequen-
cies are multiple integers of a fundamental frequendye
perceived pitch is the fundamental, even if that frequency is
not spectrally present in the signal. For that reason, the pitch
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is usually referred to in this case as a “virtual pitch,” and itsll. MODEL DESCRIPTION
Iperlception is sometimes called the “missing fundamental il-n Neuron model
usion.”

The neural mechanism under|ying pitch perception re- We describe the dynamical behavior of the neurons with
mains controversial. From a neurophysiological perspectivethe Morris—Lecar modef
the perceived pitch is associated with the inter-spike interval
statistics of the neuronal firings® The analysis presented in dVi_ 1 oo on sy
Refs. 7 and 8 shows that a neuron responds optimally to the gt an(li 1P + D), @)
missing fundamental of a harmonic complex signal for an
intermediate level of noise, making use of two ingredients:
(i) A'llinear mte'rference of the individual tones, which natu- dw = A V)WL (V) - W], )
rally leads to signal peaks at the fundamental frequency, and  dt
(ii) a nonlinear threshold that detects those peakth the
help of a suitable amount of noise, provided the signal i
deterministically subthresholdThe behavior of this rela-
tively simple model yields remarkably good agreement with

revious psychophysical experimentsThe phenomenon : . ) :
P psychophy b P ing neuron.C,, is the membrane capacitance per unit area,

has been termeghost stochastic resonan¢&SR), and has . ) . )
g ¢SSR I?PPis the external applied currenf?" is the synaptic cur-

been replicated experimentally in excitable electronic’ N N
circuits2 and laserd3 rent, and the ionic current is given by

whereV, and W, stand for the membrane potential and the
Sfraction of open potassium channels, respectively, and the
subindexi labels the different neurons, with=1,2 repre-
senting the two input neurons aind3 denoting the process-

B. Signal integration and processing of distributed 1" = geaMo (Vi) (V; = V&) + WAV, = V)
inputs + gL(Vi _ VE)’ (3)

Besides the question dfow pitch is perceived, another whereg,(a=Ca,K,L) are the conductances an@ the rest-

contested debate relateswereperception takes place. Al- ing potentials of the calcium, potassium and leaking chan-

thOl:]gh ;nterva}l Stat's,t'CS_Of thg nrclaurolnal f'”ﬁ@%Sh?‘W that | nels, respectively. The following functions of the membrane
pitch information exists in peripheral neurons, other resu t%)otential are also defined:

seem to indicate that, at least to some extent, pitch percep-

tion takes place at a higher level of neuronal proces¥irg. 1l Vo]

typical example is found in binaural experiments, in which M. (V)==]1 +tan?‘<—M1) , (4)
two components of a harmonic complex signal enter through L A

different ears. It is known that in that casgrather weak

low-frequency pitch is perceived. This is called “dichotic 1[ _ T

pitch,” and can also arise from the binaural interaction be- W, (V)=—[1 +tan)‘( Wl) , (5)
tween broad-band noises. For example, Cramer and 2L Ve /]

Hugging® studied the effect of a dichotic white noise when

applying a progressive phase shift across a narrowband of V=V

frequencies, centered on 600 Hz, to only one of the channels. A(V) = COS”(T> : (6)

With monaural presentation listeners only perceived noise, w2

whereas when using binaural presentation over headphoneshereVy1, Vo, Vwi, andVy,, are constants to be specified

listeners perceived a 600 Hz tone against a backgrouniter. The last term in EqJ) is a white noise term of zero

noise. mean and amplitudB;, uncorrelated between different neu-
It is worth examining whether the ghost resonancerons.

mechanism introduced by Chialvat al."® can also account In the deterministic and single-neuron case, this system

for the binaural effects described above. Ghost resonance hakows a bifurcation to a limit cycle for increasing applied

already been seen to be enhanced by coupling in experimentsirrent|2°P'8 This bifurcation can be a saddle-nottgpe I)

with diffusively coupled excitable laset§ but no studies in  or a subcritical Hopf bifurcatioritype 1) depending on the

synaptically coupled neurons have been made so far. Giveparameters. We chose this last option for the numerical cal-

that chemical synapses lead to pulse coupling, a reliable caulations presented in this papgt is currently not known

incidence detection is required in order for ghost resonancehat type of neurons detect the pitch in the auditory system.

to arise in this case. We examine the situation in which twaHowever, our investigations on standard stochastic resonance

different neurons receive one single component of the comshow that the response of both types of neurons to single-

plex signal eacliso that each neuron represents detection afrequency driving is qualitative identicil,so we can expect

a different auditory channel in a binaural presentatiamd  that the results to be described below will also hold in type |

act upon a third neuron which is expected to perceive th@eurons.

pitch of the combined signal. Our results show that this  The specific values of the parameters used in what fol-

higher-level neuron is indeed able to perceive the pitchlows are shown in Table® The equations were integrated

hence providing a neural mechanism for the binaural experiusing the Heun methot, which is equivalent to a second-

ments. order Runge—Kutta algorithm for stochastic equations.

Downloaded 27 Apr 2005 to 147.83.3.196. Redistribution subject to AIP license or copyright, see http://chaos.aip.org/chaos/copyright.jsp



023903-3

TABLE |. Parameters values of the Morris—Lecar and synapse models used d i

Binaural pitch perception

in this work.
Parameters Morris—Lecar 1)
Cm 5 ,U,F/CI’T'F
Ok 8 uS/cn?
9 2 uS/cnt
Jca 4.4 uS/cnt
Vk -80 mV
Vi -60 mV
Vea 120 mV
Vi -1.2mV
V2 18 mV
Ve 2 mV
Ve 30 mV
¢ 1/25 st
Parameters Synapses
a 0.5 mstmm?
B 0.1 mst
Osyn (specified in each case
Tsyn (specified in each case
Es 0omV

B. Synapses model

Chaos 15, 023903 (2005)

G =T - pr, (®)

t

where [T];=6(Ty+ 7~ 1) 6(t-Ty) is the concentration of
neurotransmitter released in the synaptic clefand g are

rise and decay time constants, respectively, Hpid the time

at which the presynaptic neurdtabeled nowi) fires, what
happens whenever the presynaptic membrane potential ex-
ceeds a predetermined value, in our case chosen to be
10 mV. The time during which the synaptic connection is
active is given byr,, The values of the parameters that we
use were taken from Ref. 21, and are specified in Table I.

lll. THE CASE OF DISTRIBUTED HARMONIC
COMPLEX SIGNALS

As mentioned above, we consider a network of three
neurons organized in two layers. The first layer is composed
of two units(called “input neurong’that receive the external
inputs, and whose responses act upon the processing layer,
composed in this case of only one ufialled “processing
neuron’). The coupling is unidirectional from each of the
input neurons to the processing neuron. Of course, physi-
ological realism dictates that more than three neurons will be
present. However, we model here for simplicity the simplest
possible case; one can expect that adding more neurons will

In this work we couple the neurons using a simple modebnly improve the results.

of chemical synaps@é.ln this model, the synaptic current
through neuron is given by

= o>'Y(Vi - B,

j eneighi)

where the sum runs over the neighbors that feed neiyron

)

¥"is the conductance of the synaptic channgktands for
the fraction of bound receptors of the postsynaptic channeamplitudesA; and the frequencief will be specified below

V; is the postsynaptic membrane potential, &ds a param-

eter whose value determines the type of synapi$darger
than the rest potential, e.d=;=0 mV, the synapses is exci- quence of spikes with inter-spike intervd@8l) distributions
tatory; if smaller, e.g.Es=-80 mV, it is inhibitory).

The fraction of bound receptons, follows the equation:

150ms
-

100ms
<>

In order to analyze the global response of this network to
a distributed complex signal, we apply to each one of the
input neurons a periodic external current with frequenties
andf,,

|3PP= | 8PP+ A coq 27rfit),

i=1,2, 9

where the values of the bias currenf$”, the modulation

in each case.
In response to this driving, the input neurons emit a se-

centered aff; and f, and with standard deviations directly
related to the noise amplitudé&s, and D,. The current ap-

(b) 7]

FIG. 1. Deterministic response to a distributed har-
monic complex signal. The membrane potential for the
three neurons is showifa) and (b) Input neurons{d)
processing neuron. The synaptic current acting on neu-
ron 3,13, is shown in plot(c). The two input neurons

are fed with two sinusoidal signals of amplitudas
=8 mA, A,=8.5mA, and periodsT,;=150 ms, T,

=100 ms, respectivelywhich gives a ghost resonance
of Ty=300 m3. The bias current for all three neurons is
18PP=33 mA, the synaptic coupling between input and
processing neurons igg,,=2 NS andry,,=1 ms. All
noise amplitudes are zerb;=D,=D3;=0 mV/ms.
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plied to the processing neuron is not modulated and its value, S0—————71 T 1 T T 1 T
I85°, is also chosen below threshold, so that the neuron does 200k -=== neuron 1 (a)
not fire in the absence of synaptic coupling. | —— nmewron2| 4
g2 P
A. Deterministic case 8 200 g i

In order to tune the system, we start the analysis in the
deterministic case. Figure 1 shows the behavior of the sys-
tem in the absence of noi$P;=D,=D3;=0 mV/ms. In this 150
deterministic situation, the input neurons fire exactly with the
frequencies at which they are modulated. fii=kf, (or,
equivalently, T;=Ty/k, whereT, is the period corresponding 100
to the frequencyf;,) and f,=(k+1)f, (or T,=Ty/(k+1)), the
two input neurons exhibit simultaneous spikes at intervals
To=1/f, (provided the two harmonic signals are in phase
so that the synaptic current acting on the third neuron has
maxima with the same frequency, as can be observed in Fig. 0
1(c). In this exampleT;=150 ms andl,=100 ms, so thak 200 300 T4i?1103] 500 600
=2 andTy=300 ms. Under these conditions, and for an ad-
equate(i.e., large enoughvalue of the coupling strength FIG. 2. Distribution of inter-spike intervals of the input neurons in two

; : ; cases:(a) Both neurons with super-threshold modulatioh, =23.60 mA,
Gsyr the processing neuron fires with frequendy A,=24.20 mA plus noise(D;=0.05 mV/ms, D,=0.2 mV/mg; and (b)

:(1/309 kHz, as _Shown in Fig-_(ﬂ)- _\Ne can See here that both neurons modulated with a sub-threshold harmonic curféat

the basic mechanism involved in this behavior is the detec=23.04 mA, A,=22.20 mA plus optimal noise (D;=0.4 mV/ms, D,

tion of coincidences of incoming spikes by the output neu=1.2 mV/ms, i.e., in the stochastic resonance regime. The bias currents are
. ; : éa‘l”’zz 25 mA andI§5P=2.20 mA.

ron. This is not entrainment nor phase locking, because that-

third neuron is not in the oscillatory regime, and hence it

does not have a free-running frequency.

100

count

50

amplitudes of the modulating currents and the noise in the
input neurons are those specified in Figa)2As usual in
neurophysiology, in order to quantify the behavior of the
The previous example is, however, unrealistic since irsystem we evaluate the time between consecutive spikes,
normal conditions a neuron is affected by a substantial leveln what follows, we analyze the first two moments of the
of noise coming from, among other sources, the backgroungistribution of T,, namely its mean valu€T,) and its nor-
activity of other neurons acting upon it. To simulate thismalized standard deviatiofalso known as coefficient of
behavior, we add noise to the super-threshold modulatiowariation R,=a,/(T,). To estimate the coherence of the out-
currents of the input neurons, and to theonstant sub-  put with the frequencies of interest, we also compute the
threshold current of the processing neuron. We consider th&action fy of inter-spike intervals in the neighborhood of
three noise sources independent of each other, because fhe=1/fy. The dependence of these variablesrresponding
three neurons are not subject to the same background noi$@the processing neurpon the noise amplitudB; is shown
(they are spatially distant from each other, and in any casi Fig. 3 for the case where the input neurons fire with inter-
their synaptic connections to other neurons, main origin obpike intervals with the distribution shown in Fig(a?
the noise, will be different from each otheHowever, we These results display a clear resonanc®gt-4 mV/ms.
have checked that the behavior to be presented below alsidie normalized standard deviation of the ISI distribution
holds in the case of common noig@sults not shown [Fig. 3(b)] exhibits a minimum when the spikes of the third
Noise causes a drift in the spike times and a broadeningeuron are spaced, on averagg,)=1000 ms[Fig. 3a)].
in the distribution of I1SIgsee Fig. 2a)]. As a consequence Additionally, around 80% of the spikes are spaced +5%
of this, a fraction of the pulses reaching the output neuron aground T;=1000 ms forD;~4 mV/ms [Fig. 3(c)]. These
the ghost frequency will not do it at the same time, and thaesults clearly indicate that noise enhances the response of
response of the processing neuron will be poorer than in ththe processing neuron at the frequenigy which is not
deterministic case. We will now show that even in this caseresent in the input neurons.
the missing fundamental frequency can be successfully de- The right panels of Fig. 3 show the probability distribu-
tected, as was suggested in Refs. 7 and 8 for a single neuraion functions of the inter-spike intervalg, for three values
Here the synaptic couplings,, and the applied currentin the of the noise in the processing neuron. For low noise ampli-
output neuron PP are slightly below the bifurcation thresh- tude, the neuron spikes most likely when two input spikes
old, so that this neuron would not fire in absence of noiserrive together, but with randomly one or more of these co-
(whenD3=0 mV/ms. incidence events is skipped. For this reason, the probability
With this in mind, we conduct a series of numerical ex- distribution function shows peaks centered at multiple$of
periments looking for the occurrence of ghost stochasti@s it usually happens in conventional stochastic resorfance.
resonance. We choode=2 Hz andf,=3 Hz, so the ghost As the noise level increases skips occurs less frequently, until
resonance should be locatedfgt1l Hz. The values of the an optimal noise for which almost all spikes occur evégy

B. Stochastic case
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2000 ——T 'I'|:800:"'|"'|"'|'(('1)':
R I
A, 1000 F* 3 400p . FIG. 3. Left panels: Response of the processing neuron
Y seF \‘\\“‘é 200 - - for increasing noise amplitudéa) Mean time between
E L R { E. Lol m Caoah. i spikes(T,), (b) coefficient of variationRy=0,/(Tp),
0; (1'3) L L L B 1500 LR EELERRE and (c) fraction of pulses spaced aroufg=1/fy, T,
0.7F 3 £ (®) 3 =1/f, andT,=1/f, as a function of the noise amplitude
. 0.6 3 ~_é000 3 E in the processing neuroi;. Right panels: Probability
0.5F 3 %ok distribution functions of the time between spikgsfor
04F = o - three values of the noise amplitudB;: (d) D3
0.3 F—+—}— —1le—eT, 300 Ftat PRI I - E =1 mV/ms,(e) D;=4 mV/ms, and(f) D;=8 mV/ms.
08E (¢) —s T, L ® - Parameters are,,,=35 ms andys,,=1 mS for the syn-
06 e—aT, 200 - _| apses and we use@=2 Hz, f,=3 Hz (which givesf,
2 F a—a1® ] =1 Hz). Other parameters are those of Figa)2except
50'4 = D100 3 = for the triangles in plot(c), which correspond to Fig.
02F — I J 2(b).
of eabas i 3 oMM ...
0 2 4 6 8 0 1000 2000 3000 4000
D[mV/ms] Tp (ms)

i.e., at the missing fundamental frequency. For even larger t AT
g d y g I5PP=185P+ A, co{zw( )} (10

noise amplitude spikes appear at the original input periods T_2 + -|-_2

T,=1/f; and T,=1/f, and at all period differencefFig.

3(f)], as can be expected if most local maxima in the synapti€igure 4 plots the optimal fraction of pulses around the ghost

current produce a spike. The different heights of the peaks ifgésonance as a function of this phase difference, measured in

the distribution can be understood from the fact that neuronterms of the timing mismatcAT. We set the parameters of

respond differently depending on the frequehcy_ the input neurons back into the noisy limit-cycle operation
regime shown in Fig. @) (super-threshold modulation plus
noise. The caséT=0 is the one plotted in Fig. 3, where the

C. Quantifying the coherence detection efficiency optimal fraction of pulses around the ghost resonance is

larger than 80%. As the phase difference increases that opti-

énal fraction decreases, dropping to half its initial value for a

coincidences in the arriving pulses. In order to examine th|§elat've timing mismatch on the order of 7.5%. This cut-off

: H/alue will depend on how far below threshold the processing

éLeuron operates, on the noise amplitude, and on the width of

e ISI distributions of the input neurofBig. 2(a)].

As we said above, the pitch detection mechanlsm de

coincidence detection is compromised, and measured the

ficiency with which the ghost frequency is detected therein.
First, we consider the case where the modulation cur-

rents of the input neurons are sub-threshakl, the neurons

do not fire in absence of noijs@and we add an optimal In the binaural mechanism of ghost stochastic resonance
amount of noise to tune them into stochastic resonance cogtescribed above, synaptic coupling obviously plays an im-
ditions. This means that the neurons respond preferentially gortant role, since the transfer of the input modulation from

their corresponding driving frequenciéggainf; andfy), but  the sensory neurons to the processing neuron occurs synap-

this firing is induced by noise, so that the corresponding ISI

distributions[see Fig. #o)] are much broader than in the

case described earlidsee Fig. 2a)], where modulations

were super-threshold, and the only role of the noise was to 08

broaden slightly the ISI distributions. Fluctuations in the

inter-spike intervals are tantamount to random phase differ-

ences between the modulated input currents. In that situation

the coherence detection mechanism decreases its efficiency,

as shown in Fig. &): The optimal(i.e., maximal fraction of

pulses spaced at around the ghost resonance period decreases

from its previous value=80%[full circles in Fig. 3c)] down

to ~55% [empty triangles in Fig. @)]. Still, we note that

even in this highly extreme noisy situation the ghost reso-

nance is sufficiently detected. % 0.05 01 0.15 0.2

In order to quantify the limit of robustness of the coher- AT/[T,

ence detection mechanism, we now consider a second situa-

tion, in which a constant phase difference is added tcriilG..4..Maxi.mum fraction of pulse; at the ghost'resonance as afunction of
. . he timing mismatch between the input modulating currents relative to the

the modulating current of neuron 2 with respect to that o

period of the currenT,, AT/T,. Parameters are the same than in Fig. 3 with
neuron 1 D3=4 mV/ms.

D. Role of synaptic coupling

g
=

N
'

n
fraction of pulses around f;

@
v
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2000 gy 1000
& 1500 @ 3 @ 1
g 3 .
. 1000 E - =T5m3] FIG. 5. Left panels(a) Mean time between spike&y)
v 3 - ] coefficient of variation, and(c) fraction of pulses

-

4
g
L LR L LRALE RARAN LAY
g
LI L

L III ol around Tp=1/fy and Ty=1/f4s as a function ofr,,
I Right panels: Probability distribution functions of the

inter-spike intervalsT, for three values ofry,; (d)
Toyn=1.5 ms, () 75,,=35 ms, andf) 75,,=150 ms. The
value ofgyy, is different for each value ofy,,, chosen
so that the processing neuron is below threshold and
4 does not fire in the absence of noise. In particular,

' Osyn=2.50 nS for 74,=1.5 ms, andgs,,=1.00 nS for
B _ Teyn=35 Ms andr,,,=150 ms. The driving frequencies
] are f,=2 Hz and f,=3 Hz (which gives fo=1 H2).

—E—
—_
o
~—

ction

s o

N 0o
%'—]

ghop S )
Eoaf 100 - Other parameters are those of Fige)3(in particular,
02F | J I . D=4 mV/ms.
E sk 1 1 1 1 | 1 1 1 1 11 I 11 l 11 1
00 50 100 150 00 1000 2000 3000 4000
Ton (ms) Tp (ms)

tically. Taking into account that synaptic transmission is anbecome exceedingly wide and sequences of double spikes
intrinsically dynamical phenomendwhose temporal behav- appear(spaced byTy=1/fy). This happens because noise
ior we are modeling explicitly it is natural to expect that the can excite two spikes while the synaptic current remains
characteristic time scale of this process will influence thehigh. Indeed, Fig. &) shows that the fraction of spikes oc-
occurrence of the resonance. Indeed, the results shown abogerring at intervals arountlys (+5%) begins to be important
correspond to an optimal value of the synaptic timg. As  for 7,,,>50 ms. The corresponding distribution function in
shown in Fig. 5 for fixed noise strengiy, a resonance in  Fig. &f), shown here for,,,=150 ms, corroborates this fact.
the response of the system to the missing fundamental is also The joint effect of the synaptic time,,, and the noise
observed with respect ta,,, strengthD; can be observed in the three-dimensional plots

We recall thatr, represents the time during which the shown in Fig. 6. This figure shows, andf;, as a function of
neurotransmitters remain in the synaptic cleft before theypoth D5 and 75, We can see the response of the processing
start to disappear with raf@ and it is a measure of the width neuron at the missing fundamental is most favorable when
of the pulses of the synaptic current received by the proces$oth parameters are simultaneously optimized. The normal-
ing neuron. Therefore, for lows,, [Fig. 5d)] the synaptic ized standard deviation of the ISI distributioR,, shows a
pulses are very narrow, and hence coincidence detection @ear minimum forrg,,~ 35 ms and ~4 mV/ms. For these
compromised. The characteristic probability distributionsame parameter values, the fraction of spikg®ccurring at
function in this case presents peaks at multiple3pfindi-  intervals aroundr, exhibits a maximum at almost 80%.
cating that even if the noise level is optimized, coincident
spikes from_ input neurons are skipped. . V. THE INHARMONIC CASE

As 7, increases the current pulses widen and coinci-
dence detection improves, so that an optimal situation is A paradigmatic experimental result in pitch perception
reached for which the ghost resonance is very clear. But ifefers to the pitch reported by human subjects to the presen-
we continue increasing the value af , the synaptic pulses tation of an inharmonic complex sound, in which the origi-

0.6+ .
041 W\ g
o I
0.24--"" g B
0. ‘3

150

; \
6
90

120
60

T (ms)

30

syn syn

2
D,[mV/ms] 1.0 T [ms] D,

FIG. 6. (Color) Left: Fraction of pulsed, occurring at intervalsl, equal (x5%) to the period of the ghost resonanCg=1/fy). Right: Coefficient of
variationR,. Both quantities plotted as function of noise amplity@g) and 7,
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2r— : s tant tones in monoaural presentation do not produce constant
18] ; pitch, similarly to what we observe in our binaural numerical
1.6 :

T gy et s experiments. We are not aware of binaural human experi-

:'4 : RO _ ments shifting the frequency components as in Ref. 11,
T f f_ﬁ, ..... _—_ﬁ__,,._- which would be interesting to compare with our numerical
oy ik “f' predictions in Eq(12).

AR et R S

0.4} : :

o2k —r— : V. CONCLUSIONS

0l— : ' In this paper we demonstrate the phenomenon of ghost
2 25 3 35 4 45 5 . . -
f, (H2) stochastic resonance in a neural circuit where two neurons

receive two components of a complex signal and their out-
FIG. 7. Probability of observing a spike in the processing neuron withputs drive a third neuron that processes the information. The
instante_ineous ratk (in gray scalg¢ as a function of the frequendy of one results show that the processing neuron responds preferen-
of the input neurons. We can ot_)serve a remarkablie agreement of the r?i-a”y at the “missing fundamental” frequency and that this
sponses following the lines predicted by EG2) for k=2,3,4,5(dashed _ =7 ¢ ) ! -
lines from top to botton Parameters:z,,=35 ms, gs,,=1.0nS, D;  response is optimized by synaptic noise and by synaptic time
=4.0 mV/ms,f;=2Hz+Af, f,=3Hz+Af. constant. The processing neuron is able to detect the coinci-
dent arrival of spikes from each of the input neurons, and
) ) ) . this coincidence detection is analogous to the linear interfer-
nally harmonic components of the input are all shifted iNgnce of harmonic components responsible of the ghost re-
frequency by a constanif. In such a way the individual = g,,nse in the single-neuron cdsebrain structure candidate
component are still separated in frequency by a constanh this dynamics is the inferior colliculus, which receives
missing “fundamentalo, but are no longer multiples of it. 1 ,tipje inputs from a host of more peripheral auditory nu-
The frequencies, andf, are chosen to be clei. Details of the physiology of this nucleus are still uncer-
fi=kfg+Af, = (k+1)fg+Af, (11)  tain, but enough evidence suggests that temporal and fre-
quency representations of the inputs are present in the spike
with k integer. In other wordsf, is no longer the greatest {iming of their neurons. Our results suggest that the neurons
common divider off; andf,, even though its still their dif- i this nucleus can exhibit the dynamics described here, thus
ference. If the system is simply detecting the differefige participating in the perception of binaural pitch. The main
—fy, it should always display a fixed resonancefgtinde-  consequence of these observations is that pitch information
pendently of the frequency shiftf. But if the pitch detection  ¢an pe extracted mono or binaurally via the same basic prin-
does depends oaf, it will no longer be perceived as the ¢jpje, i.e., ghost stochastic resonance, operating either at the
difference between the input frequencies. This last SituatiObeeriphery or at higher sensory levels.
is in fact what was found in human experimthﬂ'.he neu-
ral mechanism proposed in Refs. 7 and 8 shows that the
frequency of the ghost resonance shifts linearly wthfol- ACKNOWLEDGMENTS
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