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Dynamics of a One-Dimensional Array of Liquid Columns
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We study the instability induced by the gravity of a liquid layer hanging at the bottom of a horizontal
cylinder and continuously supplied with "fresh" liquid. Depending on the Aow rate, different regimes
are observed: dripping, array of liquid columns, and liquid sheets. The column array exhibits collective
behaviors that can be forced under well controlled conditions by driving the displacements of two
boundary columns: optical mode (regular or "chaotic"), phase diffusion, and propagation of localized
"dilation waves" of the pattern.

PACS numbers: 47.20.Ma, 47.20.Ky, 68.15.+e

The falling of liquid from a solid ceiling is a fascinating
phenomenon occurring in diverse situations such as wa-
terfalls, fountains, and overflowing gutters. The involved
free surface flows become important in many technical
situations such as aerosol or fiber generation by centrifu-
gal effects [1]. However, few studies have investigated
the different flow regimes and the dynamics of the ob-
served structures [2—5]. Pritchard [2] studied the pour-
ing of a liquid at the lowest edge of an inclined plate.
When the flow rate was increased, he observed succes-
sively three main regimes: (a) drop falling, (b) liow in

liquid columns, and (c) liquid sheets. He gave a classifi-
cation of numerous intermediate states and observed that
the arrays of dripping sites as well as the arrays of liq-
uid columns exhibited a well defined spatial periodicity.
This somewhat striking order was reported in fact earlier
by Lee [3] and by Carlomagno and de Luca [4] in the
case of a horizontal cylindrical ceiling. They attributed
this spatial periodicity to a Rayleigh-Taylor instability [5]
of the film hanging below the solid ceiling, the influence
of a possible Rayleigh instability becoming negligible for
a sufficiently large cylinder radius.

These studies were mainly focused on the "static" prop-
erties of the observed structures. In this Letter we present
a first study of the dynamics of the column array. As we
suggested in a previous paper [5], this system constitutes
an example of a one-dimensional cellular structure result-
ing from an instability [6]. These structures have been re-
cently studied in diverse experiments such as directional
solidification [7], directional viscous fingering ("printer' s
instability" ) [8], or other hydrodynamic instabilities [9]
and still constitute an active field of research. Pictures of
our experiment are reproduced in Fig. 1. In its simplest
version [5], a horizontal hollow half cylinder is supplied
with liquid at a constant rate Q by injectors distributed
along the cylinder ("rain gutter" geometry). The liquid
overflows, runs over the external sides, and accumulates
below the cylinder where the instability occurs. For quan-
titative measurement, a better uniformity of the flow rate

was achieved (see Fig. 2) by feeding with liquid a hol-
low cylinder by its two extremities, the liquid being ulti-
mately supplied along its upper side through a thin slot.
Our experimental conditions were as follows: We used
an aluminum cylinder of external radius R2 = 2.5 crn,
internal radius Rl = 2,0 cm, and slot thickness 0.1 cm.

FIG. 1. Different regimes observed in our experiment: (a)
array of dripping sites, (b) array of liquid columns, and (c)
triangular liquid sheet.
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FKJ. 2. Schematic experimental setup. The liquid is supplied
through a thin slot at the top of the cylinder.

The liquid is a silicone oil (density p = 0.97 g/cm3,
viscosity q = 20 cP, and surface tension y = 21 dyn/cm)
that avoids dewetting effects. The total length available
for the pouring of the liquid is L = 28 cm. A natural
control parameter of the How is given by the local fiow
rate q, defined as the How rate per unit length of cylinder

q = Q/L.
The array of dripping sites [Fig. 1(a)] is observed below

a critical threshold for q, of order q, &
= 0.1 cm s '. The

drops exhibit a well defined spatial periodicity, the wave-
length Ad = 1.30 ~ 0.05 cm being close to that expected
in the Rayleigh-Taylor instability of a thin layer [5],

ART = 27r 2y/pg = 1.32 cm,

in which g = 9.81 ms 2 is the acceleration of gravity.
Above q, &, the array of dripping sites is gradually re-
placed by the column array [Fig. 1(b)]. The spatial pe-
riodicity of this system is also well defined, its wavelength
A~, = 1.20 ~ 0.05 cm being independent of the flow rate
q. Above a second threshold (q, 2 = 7.5 cm s '), the col-
umn array disappears and is replaced by liquid sheets
[Fig. 1(c)].

A concept of central interest in the description of a
cellular structure is the so-called "phase" variable [10],
which can be identified with the local displacements
of the cells divided by a reference value of the wave-
length @(x,t) = 2vru, (x, t)/A Its gradient Q~ . = BP/Bx
is equal to the local relative variation of wavelength

Q~ = BA/A. For weak perturbations, it is know that the
"phase dynamics" is governed by a diffusion equation in
which the diffusion constant D is a function of the con-
trol parameter and of A [10,11]. This equation has been
extended by Coullet and Iooss [12] to the case in which
the phase is coupled with the order parameter A of a sec-
ondary instability associated with a particular symmetry
breaking. This theory allowed them to recover and clas-
sify very general mechanisms of wavelength selection.

BA
&o =(p p)&+yA +g A . l, (2b)

Bx 'ax' ' )'

where p, is the control parameter, p, is the threshold of
the secondary instability, ro and y are constants, and f
and g are nonlinear functions that depend on the nature
of the broken symmetry. Usually the generation of these
instabilities, as well as that of the Eckhaus instability
(D ( 0) [10] is forced by sudden variation of the control
parameter p, . An alternative possibility would consist
in applying a uniform strain to the structure associated
with a large scale phase gradient Q~ = 6A/A = BP/Bx.
Owing to the coupling between A and P in Eq. (2b),
the secondary instabilities could be forced under well
defined conditions and quantitatively studied as a function
of the forced spatial periodicity. We have realized
this experiment in the case of the column array by
using capillary effects: The position of a column can be
forced by touching a column with a needle in contact
with the bottom of the cylinder. Once this has been
done, the center of the column remains always anchored
to the needle and follows its possible displacements. A
typical needle diameter was of order 0.3 mm, while that
of a column is of order 1 mm. We have imposed strong
boundary conditions by placing two needles in contact
with the cylinder, at a given distance X from each other.
For a given number of cells N, the wavelength A = X/N
can be modified by slightly displacing one of the needles
by means of a micrometer screw. Different phenomena
were observed depending on the imposed value of A.

Below a first threshold (A ( A& typically of order 1 cm),
reorganizations occur by coalescence between columns.
In the range A~ ~ A ~ A2, A2 being a second threshold
(typically of order 1.3 cm), the column array is stable.
Above A2, a bifurcation toward an oscillatory state is
observed: Each column oscillates as a whole, its motion
being out of phase with that of its nearest neighbors.
This "optical mode" is reminiscent of that observed in
directional solidification and in the printer s instability
[7,8]. We have followed this motion by recording a line
of the digitized picture taken by a video camera and stored
at constant time intervals. The line is horizontal and
selected as close as possible to the bottom of the cylinder.
This allows us to build spatiotemporal diagrams giving
the (x-t) trajectories of the columns. An example is given
in Fig. 3(a) in the case of four oscillating columns. When
the distance from the threshold is increased, the column
oscillation evolves toward a transient "chaotic" behavior
[Fig. 3(b)], followed by the nucleation of a new column
after a variable time. As a result, the wavelength falls
below A2, and the oscillations disappear. This forcing
of a secondary bifurcation by explicit control of the
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(a) (b)
FIG. 3. (a) Oscillations of four columns. The mean wave-
length A is forced by the positions of the boundary columns.
Time increases downward. (b) Chaotic oscillations observed
after again increasing A.

2.5—

0,5—

0— —1.5

wavelength has been rarely achieved [13,14]. King and
Swinney [13] were able to force transitions between
different wavy vortex states in the Taylor-Couette system
with a similar method.

We have quantified the occurrence of the optical mode
by looking at the oscillations of one free column between
two columns of fixed positions x1 and x2. The evolution
of the amplitude ~A~ and frequency v of the oscillation
as a function of the imposed "effective wavelength" A =
(x2 —x~)/2 is reproduced in Fig. 4. These points were
obtained for a constant value of the local How rate q =
0.23 cm s '. By using appropriate lenses, we were able
to measure ~A~ and A with an accuracy of order 0.005 cm.
The frequency measurement is of order 6 v/ p = 1%. The

observed behavior is in good agreement with a model
based on a supercritical Hopf bifurcation, governed by a
complex Landau equation,

(3)
BA = e(I + icp) A —g'(I + ic)) (A) A,

in which A designates the amplitude of the oscillation
and a is the distance from threshold s = (A —A2)/A2.
This quite unusual bifurcation parameter plays the role of
il@/i)x in Eq. (2b). The time constant rp and the con-
stants g', c0, and c& are usually deduced from the observed
a dependence of the saturated amplitude ~A~ = Qa/g' and
frequency t = vp + (cp —c~) ~/2~rp of the oscillations
above threshold (vp is the frequency at threshold) and
from a study of the linear relaxation oscillations below
threshold. These relaxation oscillations are supposed to
behave asymptotically as exp ( t/r) —e.xp (2i vr v t) with
T = rp/8 and v = pp + cps/2rrrp We .then performed
a second set of experiments, below the threshold, in
which the central column was suddenly shifted from its
equilibrium position. The relaxation oscillations were
followed with spatiotemporal diagrams from which the
value ro = 0.062 ~ 0.003 s was obtained. The measure-
ment obtained for v is available in Fig. 4 together with
the best fit of the data that lead to the following val-
ues: g' = 0.010 + 0.001 mm, vo = 2.44 ~ 0.02 Hz,
and cp/2~rp = (cp c])/2vrrp = 7.15 ~ 0.15 Hz. At
the accuracy of our measurements the nonlinear contribu-
tion to the frequency appears to be negligible compared
to the linear one, the coefficient c] being small compared
to co = 1.63 ~ 0.06.

After this first study of the array dynamics under sta-
tionary conditions, we have investigated its response to
time-dependent perturbations. Our method was similar to
that developed by other groups in earlier phase diffusion
experiments [11]: The position of one of the boundary
columns was fixed, and the other one oscillating accord-
ing to x = xpcos(2~ft). In practice, this was achieved
by driving the needle motion with an x-t recorder ex-
cited by a function generator. An example of the spa-
tiotemporal behavior obtained at "low" values of xo
and f (xp = 1.35 cm and f = 0.006 Hz) is presented
in Fig. 5(a). The local flow rate was set at the same
value as before, q = 0.23 cm s '. This picture reveals a
phase diffusion mechanism in qualitative agreement with
the diffusive limit of Eq. (2a). We have also quantita-
tively studied this phenomenon by trying to check the ex-
pected behavior for the spatiotemporal dependence of the
phase 4(x, t) = a(x) exp[2i7rft + ig(x)], where n and p
designate, respectively, the local amplitude of the force
oscillations and the local value of the temporal phase
shift:

(mm)

FIG. 4. (a) Amplitude ~A~ and frequency v obtained for one
free column oscillating between two columns of fixed position
versus A.

ee(x) = eeeexp (
— xrf/Dx l,)
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is observed at low frequency and is replaced by the
generation of forced dilation waves when the forcing
amplitude is increased.
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FIG. 5. (a) Spatiotemporal behavior observed for
q = 0.23 cm s ' with a moving boundary condition, fol-
lowing a sinusoidal law x = xo cos(2trft) with xo = 1.35 cm
and f = 0.006 Hz. Inset: spatial dependence of the forced
amplitude and of the temporal phase shift. (b) Generation of
dilation waves obtained for xo = 3.23 cm and f = 0.15 Hz.

The experimental variation of these two quantities has
been plotted in Fig. 5(a). In both cases, the linear behav-
ior is well recovered. These curves give two independent
determinations of D in close agreement: D = 2.10 ~
0.05 cm s ' and D = 1.95 ~ 0.10 cm s '. When one
simultaneously varies xo and f, a rich variety of behav-
iors is observed: phase diffusion, periodic disappearance
and nucleation of cells, local growth and diffusion of the
optical mode, and also generation of "solitary" waves.
An example of this last case is reproduced in Fig. 5(b).
These waves in which a drift of the cells and the whole
wave motion occur in opposite directions are reminiscent
of the "dilation waves" observed in the printer's instabil-
ity [8], and more generally in other one-dimensional sys-
tems [6,7]. The ratio of the drift velocity of the columns
vd to the "group" velocity vs (velocity of the pertur-
bation) was found to be nearly constant and indepen-
dent of the liow rate q, vd/vs = 0.35 ~ 0.05. In addi-
tion, we have observed that the maximum speed of the
needle v = 2vrfxo must remain contained between two
critical speeds v;„and v „.Below v;„,the phase dif-
fusion is observed, while above v

„

the wavelength vari-
ations imposed by the boundary columns are compensated
by nucleation or disappearance of cells. The two criti-
cal velocities were found to depend weakly on f and
on the local How rate q, remaining, however, of orderv;„=1.5 ~ 0.5 cm s ' and v „=8 ~ 3 cm s ' in the
studied range (f = 0.02 —0.4 Hz, q = 2 —4 cm2 s ').

In summary, we have investigated a new one-
dimensionally extended dynamical system. This system
is particularly well suited to studies of the phase dynamics
under controlled conditions. In the case of an imposed
constant wavelength dilation, we have pointed out a
supercritical secondary bifurcation leading to an optical
mode in which the motion of each column remains out
of phase with that of its nearest neighbors. In the case
of dynamical perturbations, a phase diffusion behavior
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