Measurement of the field-induced dielectronic-recombination-rate enhancement of $\text{O}^{5+}$ ions differential in the Rydberg quantum number $n$
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The influence of electromagnetic fields on the dielectronic recombination of $\text{O}^{5+}$ ions has been measured at the Stockholm heavy ion storage ring CRYRING. The experimental energy range covered all $2s\rightarrow2p$ $\Delta n = 0$ resonances. Electric fields up to 600 V/cm were applied and a noticeable enhancement of the dielectronic recombination cross section as a function of electric-field strength was observed. Field ionization of highly exited Rydberg states was used to investigate the enhancement of the recombination rate for two narrow bands of $n$ states ranging from $n \approx 19–22$ and from $n \approx 23–25$. The experimental data are compared to theory. After applying a field-ionization model to the calculations, the field-free spectra show good agreement with the experimental data. Although experiment and theory show the same trend of increasing strength of dielectronic recombination with increasing external electric field and with increasing $n$, quantitative discrepancies remain.
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I. INTRODUCTION

Dielectronic recombination (DR) of an ion and an electron is a resonant two-step process in which the dielectronic capture of the projectile electron into a doubly excited intermediate state $|d\rangle$ is followed by the radiative decay of this state to a bound level below the first ionization limit. The doubly exited state can be weakly bound and hence be very sensitive to the influence of electromagnetic fields. Dielectronic recombination in the presence of external electromagnetic fields (DRF) was studied first theoretically by Burgess and Summers [1] and Jacobs et al. [2,3]. It was recognized that an external electric field mixes states with different orbital quantum numbers, which leads to an enhancement of the DR cross section. Discrepancies between theory and experiment in early DR measurements were speculatively ascribed to the existence of electric fields in the interaction region and stimulated further theoretical investigations.

The first DRF experiment was carried out by Müller et al. with a crossed beams apparatus using sodiumlike Mg$^{+}$ ions [4,5]. Differences from theoretical results [6,7] were in the order of 15–25%. DRF measurements with highly charged ions became feasible with the implementation of the merged-beams method at heavy-ion storage rings. The first such experiment was carried out by Bartsch et al. [8] with lithiumlike Si$^{11+}$ ions at CRYRING at the Manne Siegbahn Laboratory in Stockholm. Lithiumlike ions have been chosen for this and the following experiments because of their favorable $g/m$ ratio that requires minimum magnetic fields in the bending magnets of a storage ring. In comparison with other isoelectronic sequences this leads to the least effect of field ionization of Rydberg states produced by the recombination processes. Lithiumlike ions are also favorable because of their fairly simple electronic structure.

As the electric field imposed on the interaction region of Si$^{11+}$ ions and electrons was increased the recombination rate of the high Rydberg states increased up to a factor of 2.5. Comparison of experiment and theory showed qualitative agreement. It was speculated that the remaining discrepancies might possibly be ascribed to the magnetic field $B_1$ that guides the electron beam through the cooling device. This magnetic field that is perpendicular to the applied electric field had not been considered in the theoretical analysis of the Si$^{11+}$ DRF experiment of Bartsch et al. [8]. In a theoretical model investigation Robicheaux and Pindzola [9] qualitatively showed that a magnetic field perpendicular to the applied electric field influences the recombination rate by additional magnetic sublevel mixing. This was verified with an experiment on Cl$^{14+}$ at the heavy-ion storage ring TSR of the Max-Planck Institute for Nuclear Physics in Heidelberg [10]. The magnetic field perpendicular to the electric field was varied, and indeed an effect on the recombination rate...
was observed. However, due to the complexity of the problem, no theory was available to which these data could be compared quantitatively.

The difficulties enter via the influence of the magnetic field on the magnetic sublevel population. As long as only electric fields are present the magnetic quantum number $m$ remains a good quantum number. This is still valid if a magnetic field parallel to the electric field exists, which was verified experimentally by Klimenko et al. [11]. Applying an additional perpendicular magnetic field breaks the cylindrical symmetry and an explicit treatment of each $m$ substate is required in the diagonalization of the Hamiltonian. Presently such calculations can only be carried out for low values of $n (n<30)$, since the size of the matrices to be diagonalized increases as $n^2$. An example for such a calculation is given in Ref. [12] for the $n=24$ resonance of Si$^{11+}$. Unfortunately, such Rydberg resonances cannot be resolved in the experiments. The measured enhancement can only be observed as such Rydberg resonances cannot be resolved in the experiments. We summarize the paper in Sec. VI.

In Sec. II an outline of DRF is given. Some general remarks on the theory that is compared to the experiment are given in Sec. III. Sec. IV describes the experimental procedure with special emphasis on field ionization. The results are presented in Sec. V and compared to theoretical calculations. We summarize the paper in Sec. VI.

II. MODEL DESCRIPTION OF DRF

For the present case, DR can be represented by

\[ e^- + O^{5+}(1s^22s) \rightarrow O^{4+}(1s^22pnl) \]

\[ \rightarrow \begin{cases} O^{4+}(1s^22s \text{ nl}) + h\nu & \text{(type I)} \\ O^{4+}(1s^22p \text{ nl}) + h\nu' & \text{(type II)} \end{cases} \]

(1)

Type II transitions involve the radiative decay of the Rydberg electron. Because of the rapid decrease of radiative rates with increasing $n$, type II transitions are unimportant for high-$n$ states and are therefore neglected in the following discussion of DRF via high-$n$ Rydberg states. The lowest Rydberg state that is energetically allowed is $n=6$. The position of the resonances can be represented by

\[ E_n = E_{2s-2p} - R \left( \frac{q}{n} \right)^2 \]

(2)

where $E_{2s-2p}$ is the energy of the 2s to 2p transitions shown in Eq. (1), $R$ is the Rydberg constant, and $q$ is the charge of the ion in units of the elementary charge. The cross section for DR is given by the product of the cross section for the dielectronic capture $\sigma_c$ and the branching ratio for stabilization $[A_r/(A_r+A_{a})]$, where $A_r$ and $A_a$ are the radiative and autoionization rates, respectively, of the intermediate resonant state $|d\rangle$ with configuration $2pnl$. Dielectronic capture is the inverse of autoionization. From the principle of detailed balance, it follows $\sigma_c = k_g a_s$, where $k$ includes statistical factors. The DR resonance strength (integrated cross section) can then approximately be represented by

\[ \overline{\sigma^{(DR)}_{nl}} = S_0 \frac{g_{d}}{g_{i}} \frac{\pi}{E_n} \left[ \frac{A_r(n,l)A_r}{A_r(n,l)+A_{a}} \right] \]

(3)

The quantities $g_{d}=12(2l+1)$ and $g_{i}=2$ are the statistical weights of the intermediate $1s^22pnl$ and initial $1s^22s$ state, respectively. $E_n$ is the resonance energy and $S_0$ is a constant ($S_0 \approx 10^{-25}$ cm$^2$ eV$^{-2}$).

The autoionization rates $A_a$ strongly depend on the quantum numbers $n$ and $l$. They are large for small values of $n$ and $l$ and decrease with $n$ and $l$. They decrease even more rapidly with increasing $l$, since the overlap of the wave functions of the inner and outer electron decreases. This is visualized in Fig. 1(a), where the configuration-averaged rates for the $1s^22p20l$ states of O$^{5+}$ ions obtained by the

FIG. 1. (a) Configuration-averaged autoionization rates of O$^{4+}(1s^22p20l)$ states calculated by AUTOSTRUCTURE (open circles). The full curve was obtained by fitting Eq. (4) to the data points with the fit parameters $A_r = 3.535 \times 10^{11}$ s$^{-1}$, $d_1 = 0.5424$, $d_2 = 0.1633$, $d_3 = 0.002740$, and $d_4 = 0$. The horizontal dashed lines represents the radiative rate of the 2p$\to$2s transition and the vertical line the value of the critical angular-momentum quantum number $l_c$. (b) Configuration-averaged autoionization rates $A_a(n,k,m)$ of O$^{4+}(1s^22p 20 km)$ states as given by Eq. (8). The $m$-substates $|m|=0$ to $|m|=9$ are denoted by the following symbols beginning with $|m|=0$: squares, circles, up triangles, inverted triangles, diamonds, left triangles, right triangles, hexagons, stars, and pentagons. The number of states participating in DR is 1200 in (a) and 1608 in (b), i.e., the states with $A_a > A_r$. 
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The excluded states can be made available for DR by applying an electric field that mixes high-$l$ states with lower-$l$ states. More exactly, in the presence of an electric field the eigenstates of the ion are given by Stark states characterized by the quantum numbers $n$, $\kappa$, and $m$, and the DR cross section can be written as

$$\tilde{\sigma}_n^{\text{(DR)}} = (2j + 1)S_0 \frac{\pi}{E_n} \sum_m \frac{A_{\kappa}(n, \kappa, m)A_r}{A_{\kappa}(n, \kappa, m) + A_r}.$$  

(7)

In the case of full mixing the autoionization rates are simply given by

$$A_{\kappa}(n, \kappa, m) = \sum_{l=|m|}^{n-1} \left( c_{\kappa,m}^n \right)^2 A_n(n, l),$$  

(8)

with the Clebsch-Gordan coefficients $[17]$

$$C_{\kappa,m}^n = \begin{pmatrix} (n-1)/2 & (n-1)/2 & l \\ (m-\kappa)/2 & (m+\kappa)/2 & m \end{pmatrix}.$$  

(9)
the observation of DRF on a single low- \( n \) resonance would be required. In the experiment, however, low- \( n \) resonances that can be resolved are not affected by external fields and high- \( n \) resonances that are affected cannot be resolved. Therefore, an adaption of the method used for Mg\(^+\) [4,5] is introduced to investigate DRF for narrow-bandwidth samples of \( n \) states. This approach employs state selective field ionization of high- \( n \) Rydberg states.

III. THEORY

The DR calculations in the absence of fields have been carried out using the atomic structure code AUTOSTRUCTURE [16]. For the DRF calculations the program DRFEUD (dielectronic recombination field enhanced using diagonalization) [18] has been used. This calculates the intermediate coupled, energy averaged DR cross section for a given field in the interaction region. It was first developed to calculate the influence of a pure electric field on DR. The wave functions are solutions to the Hartree-Fock equations with relativistic modifications. Since diagonalization of the Hamiltonian matrices has to be performed for each value of \( n \) and \( m \), the program had to be designed for efficiency. The number of matrices that have to be solved is reduced by the fact that the cross section falls off rather rapidly with \( m \) and matrices for high \( m \) can be excluded. This changes as a magnetic field perpendicular to the electric field is introduced [12] and \( m \) is no longer a good quantum number. The Hamiltonian matrix then becomes extremely large leading to computational problems. In Ref. [12] an upper limit of \( n = 30 \) set by available computer memory is mentioned. However, for low \( Z \) ions the cutoff value \( n_c \) is in the same range, so that calculations on DR in crossed electric and magnetic fields can be carried out for nearly all states involved experimentally.

These calculations do not account for the effect of interacting resonances, which was treated by Robicheaux et al. [19] and Griffin et al. [20]. They modified the DRFEUD program to include interacting resonances in the calculation of DR in electric fields. However, the Hamiltonian then becomes complex; thus such calculations were not carried out in the presence of crossed electric and magnetic fields, since the complex matrices become prohibitively large.

The electric field in the interaction region defines a quantization axis. Before being detected, the ions in high Rydberg states pass through motional electric fields that are rotated with respect to this axis, which could lead to a redistribution of \( m \) substate populations. This effect has been theoretically treated by Nasser and Hahn [21]. A comparison of their theoretical data to experimental results of Müller et al. [4] showed that these effects should be considered in general. However, in our experiments, these effects do not appear to be important, as has been shown by Schippers et al. [15].

IV. EXPERIMENT

The experiment has been carried out at the heavy-ion storage ring CRYRING at the Manne Siegbahn Laboratory in Stockholm. The experimental procedure for DRF measurements at CRYRING is explained in more detail in Ref. [13].

Here only an outline is given. The \(^{16}\text{O}^5+\) ions were produced in a cryogenic electron-beam ion source (CRYSIS), preaccelerated by a radio frequency quadrupole to about 300 keV/u, injected into the ring, and accelerated to their final energy. The ion energies used in our experiment were 9.4 MeV/u (which is almost the highest energy that can be achieved at CRYRING), 5.0 MeV/u, and 3.3 MeV/u. A further lowering of the ion energy was not possible because of strongly increasing background of electron capture events arising from collisions of ions with the residual gas. The ion beam has a large energy spread and therefore has to be cooled. This is done with a colinear beam of cold electrons in an electron cooler [22] as illustrated in Fig. 3. The cooler consists of three main parts that are the cathode, the interaction region, and the collector. Each of these parts is surrounded by a magnet. Two toroid magnets are used to deflect the electron beam into the interaction region and out into the collector. The vertical component of the magnetic field in the toroid magnets causes a horizontal deflection of the ion beam that is compensated by a correction dipole magnet placed just behind the cooler. The 4 mm cathode for electrons is immersed in a 3 T magnetic field. The emitted electron beam has an energy spread determined essentially by the cathode temperature \( T_c \approx 900 \) °C. The longitudinal energy spread of the electron beam is reduced by the electrostatic acceleration of the electrons. The transverse energy spread is reduced as the electron beam expands in the decreasing axial magnetic field [23]. After expansion the transverse electron beam temperature amounts to

\[
T_z = \frac{1}{\xi} T_c ,
\]

with the expansion factor \( \xi = B_i / B_f = 29.6 \) calculated from the magnetic guiding field \( B_i \) at the cathode and \( B_f = 100.6 \) mT in the straight section of the electron cooler. After expansion and acceleration the electron velocity distribution \( f(\hat{v}, \hat{\omega}) \) around the average parallel velocity component \( \hat{v} \) can be described as
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\[ f(\hat{\dot{v}}, \dot{v}) = \sqrt{\frac{m_e}{2 \pi k_B T_i}} \exp \left[ -\frac{m_e (\dot{v} - \hat{\dot{v}})^2}{2 k_B T_i} \right] \times \exp \left[ -\frac{m_e \dot{v}_W^2}{2 k_B T_i} \right], \]  

(11)

with \( kT_i = 0.35 \text{ meV} \) and \( kT_i = 3.7 \text{ meV} \) in the present case. The experimental energy resolution corresponds to the width of this distribution and amounts to [24]

\[ \Delta \hat{E}(\text{FWHM}) = \left( (\ln(2)(k_BT_i)^2 + 16 (\ln(2)(k_BT_i) \hat{E})^{1/2} \right. \]  

(12)

The relative energy \( \hat{E} = 1/2m_e \dot{v}^2 \) was calculated more accurately using the relativistic transformation of energies from the laboratory to the center-of-mass frame including the angle between the beams. In the course of our DRF measurements, this angle acquired values up to about 1°. To verify the energy scale we used the Rydberg formula [Eq. (2)], neglecting quantum defects, to fit the measured resonance energies. Spectroscopic values were used for the \( E_{2s-2p} \) transition.

The absolute merged-beams rate coefficient is given by [25]:

\[ \alpha = \langle \sigma \sigma(v) \rangle = \frac{Rv \cdot qe}{I_i L n_e} \gamma_i^2. \]  

(13)

Here \( R \) is the count rate, \( v_i \) the ion velocity, \( q \) the ion charge, \( e \) the elementary charge, \( \gamma_i \) the Lorentz factor for the ions, \( I_i \) the ion current, \( L \) the interaction length (95 cm), and \( n_e \) the electron density that is assumed to be constant across the diameter of the electron beam.

After injecting ions into the ring, accelerating and cooling them, the relative-energy range \( 0 < \hat{E} < 15 \text{ eV} \) was scanned by varying the cathode voltage. This was done five times for different electric fields with 1 s of intermediate cooling. The remaining ions were then dumped and the whole cycle started over. This was repeated until a satisfactory level of statistical precision was reached.

Electric fields were introduced in the interaction region by employing correction coils mounted on top of the solenoid that produces the longitudinal guiding field \( B_l \). The correction coils usually serve for optimizing the alignment of the electron beam with respect to the ion beam. In the present experiments, these coils are used to introduce well defined transverse magnetic-field components \( B_{\perp} \), which transform to electric fields \( E_{\perp} = v_B B_{\perp} \) in the rest frame of an ion. In order to avoid confusion it should be noted that the motional electric field \( E_{\perp} \) in the interaction region, that causes the enhancement of the DR cross section is different and spatially well separated from the motional electric fields \( F \) that cause field ionization of recombined ions in high Rydberg states as will be discussed in Sec. IV A.

The uncertainty of the determination of the ion current with the current transformer is about \( \pm 10\% \) and the uncertainty of the interaction length is about \( \pm 5\% \). The ion current was only measured for one spectrum at the beginning of the run and all other spectra were normalized to that one. The relative ion current for the spectra in one cycle was determined by a fit to the radiative recombination rate observed during the intermediate cooling intervals. The uncertainty for that is about \( 1\% \). The statistical uncertainty for the integrated recombination rate is also about \( 1\% \). Background subtraction (here radiative recombination is regarded as background) was achieved by fitting a formula with five fit parameters \( P_i \),

\[ \alpha_b(E) = \frac{P_1}{1 + P_2E + P_3E^2 + P_4 + P_5E} \]  

(14)

to those parts of the measured spectra where no DR resonances occurred. All uncertainties added in quadrature including those for background subtraction add up to \( 11\% \) uncertainty in the absolute rate coefficients.

A. Field ionization

In view of the determination of DR rate coefficients different in the Rydberg quantum number \( n \) of the \( O^{1+}(1s^22ns) \) DR resonances, the field ionizing properties of our experimental setup have to be known. In the following, a detailed model is described, which accounts for the field ionization of high Rydberg states in motional electric fields caused by the magnetic fields that are used to steer the electron and ion beams. Furthermore, the model accounts for the radiative decay of high Rydberg states to levels below the field-ionization limit. The model was introduced by Schippers et al. [26] for analyzing recombination measurements at the heavy-ion storage ring TSR and is here modified for the CRYRING experiments.

On their way from the interaction region to the detector the ions pass through three magnets. These are (i) the toroid magnet that guides the electron beam out of overlap, (ii) the correction dipole magnet just after the cooler, and (iii) the bending dipole magnet that separates the different charge states (Fig. 3). The transverse magnetic fields that these magnets exert on the ions cause electric fields \( F \approx v_B \times \vec{B} \) in the system of the ions. The fields are listed in Table I and their variation along the path of the ions is shown in Fig. 4. These fields ionize ions in highly excited Rydberg states. In a simplified treatment only recombined ions with the electron captured into states \( n < n_c \) account for the measured recombination rate. Considering the Stark shifts in the lowest order in \( F \), \( n_c \) can be approximately calculated as

\[ n_c = \left[ \frac{q^3}{9F} \right]^{1/4}, \]  

(15)

where \( F \) is the electric field in atomic units (1 au = \( 5.142 \times 10^9 \text{ V/cm} \) [27]. In the detailed model of the field-ionization properties of our apparatus, the survival fractions are determined for each \( nl \) state populated by DR, considering the flight times \( t_F \) to the field-ionization zones and assuming hydrogenic decay rates of the Rydberg states. With a constant recombination probability along the length \( L \) of the merging section, the probability that a state characterized by quantum numbers \( n \) and \( l \) has decayed upon reaching the field ionization zone is given as [26]
TABLE I. The motional electric fields $F$ leading to field ionization are given for the different magnets passed by the recombined ions on their way to the detector, the toroid, the correction dipole magnet, and the ring dipole magnet. $t_F$ is the flight time to the corresponding field, $\Delta t_F$ the dwell time in this field, and $\kappa$ the critical quantum number for field ionization.

<table>
<thead>
<tr>
<th>$E_i$ (MeV/u)</th>
<th>Region</th>
<th>$F$ (kV/cm)</th>
<th>$\Delta t_F$ (ns)</th>
<th>$t_F$ (ns)</th>
<th>$\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.4</td>
<td>Correction magnet</td>
<td>60</td>
<td>5</td>
<td>14</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Dipole magnet</td>
<td>490</td>
<td>27</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>5.0</td>
<td>Correction magnet</td>
<td>45</td>
<td>6.6</td>
<td>19</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Dipole magnet</td>
<td>276</td>
<td>36</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>3.3</td>
<td>Correction magnet</td>
<td>13</td>
<td>15</td>
<td>31</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>Dipole magnet</td>
<td>177</td>
<td>45</td>
<td>19</td>
<td>25</td>
</tr>
</tbody>
</table>

$$P_d(n_l,t_L,t_F) = 1 - \frac{\tau(n_l)}{t_L} \left[ \exp \left( \frac{-t_F - t_L/2}{\tau(n_l)} \right) - \exp \left( -\frac{t_F + t_L/2}{\tau(n_l)} \right) \right].$$

Here $t_L$ is the flight time through the electron cooler, $t_F$ is the flight time from the center of the cooler to the field-ionization zone, and the radiative lifetime of the $nl$ state is given by $\tau(n_l) = \frac{\tau(n_n)}{\gamma^2(n_l \rightarrow n \ell').}$ The hydrogenic transition rates $\gamma^2(n_l \rightarrow n \ell')$ are calculated analytically [28]. In the field-ionization zone the ion spends a time $\Delta t_F$, during which field ionization may take place. As in Ref. [5], the ion's survival probability is calculated from approximate hydrogenic field-ionization rates $A_F$ derived by Dam-burg and Kolosov [29] (modified in order to account for an arbitrary nuclear charge [26]) to be

$$P_s(n_l,\Delta t_F,F) = \frac{1}{2l+1} \sum_{m=-l}^{l} \sum_{n_2=0}^{n-|m|-1} (C_{nk,m}^n)^2 \times \exp[-\Delta t_F A_F(n_2,n_2,m)].$$

where $C_{nk,m}^n$ are the Clebsch-Gordan coefficients from Eq. (9) and $n_1$ and $n_2$ are the parabolic quantum numbers, which satisfy the relations $n = n_1 + n_2 + |m| + 1$ and $n_1 - n_2 = \kappa$ [27]. The detection probability is calculated from the decay and survival probabilities as [26]

$$Y_{nl}(t_L,t_F,\Delta t_F,F) = \left[ 1 - P_d(n_l,t_L,t_F) \right] P_s(n_l,\Delta t_F,F)$$

$$+ \sum_{n'<n,\ell'=l+1} b(n_l \rightarrow n' \ell') P_d(n_l,t_L,t_F) P_s(n',\ell',\Delta t_F,F),$$

where the branching ratio for a dipole transition from state $nl$ to state $n' \ell'$ is defined as $b(n_l \rightarrow n' \ell') = \tau(n_l) \gamma^2(n_l \rightarrow n' \ell').$ A more general formula including cascade correction can be found in Ref. [26]. Here, cascading has been neglected because transitions to lower $\ell'$ usually dominate as has been verified for DR of $C^{3+}$ [26]. High $\ell$ states where cascading would be important are not significantly populated by DR. To obtain the detection probability, we have to consider all field-ionization regions shown in Fig. 4. The corresponding detection probabilities $Y_{nl}^{(i)}, Y_{nl}^{(c)}$, and $Y_{nl}^{(d)}$, respectively, are calculated individually and the overall detection probability is finally given by the product of the three individual ones, i.e.,

$$Y_{nl}(t_L,t_F,\Delta t_F,F) = Y_{nl}^{(i)}(t_L,t_F,\Delta t_F,F) Y_{nl}^{(c)}(t_F-\Delta t_F,\Delta t_F,F)$$

$$\times Y_{nl}^{(d)}(t_F-\Delta t_F,\Delta t_F,F).$$

For the calculation of $Y_{nl}^{(c)}$ and $Y_{nl}^{(d)}$ the $t_L \rightarrow 0$ limit of Eq. (16), i.e., $P_d(n_l,0,0) = 1 - \exp[-t_F/\tau(n_l)]$ has been used. The dependence on the ion velocity enters via the $v_i$ dependence of $t_F$, $\Delta t_F$, and $F$. Numerical values of $t_F$, $\Delta t_F$, and $F$ for the three experimental ion velocities are listed in Table I. Detection probabilities for $3.3$ MeV/u ions are shown in Fig. 5. In contrast to the simple concept of a sharp cutoff at $n_\kappa$ [Eq. (15)] a considerable fraction of low-$\ell$ Rydberg states is detected with high probability even for high $n$, i.e., $n \gg n_\kappa$.

V. RESULTS AND DISCUSSION

A. Field-free DR

For three different ion energies recombination spectra have been obtained for a set of different electric fields $E_\perp$. The field-free spectrum ($E_\perp = 0$ V/cm) for an ion energy of 9.4 MeV/u is shown in Fig. 6(a). It contains all $1s^22pnl$ resonances associated with $2s \rightarrow 2p$ transitions ranging from $n = 6$, which is the lowest energetically allowed resonance,
up to $n=20$. Individual resonances can be resolved up to $n=15$. For $n=6$, even the $l$ substates are partially resolved. Figure 6(a) shows an AUTOSTRUCTURE calculation that does not include field ionization. The highest Rydberg state considered is $n=1000$. The access to DR differential in $n$ is via the unavoidable field ionization described in Sec. IV A. It limits the maximum detected Rydberg state roughly to $n_c$ [Eq. (15), Table I]. The motional electric field $F$ depends on the ion velocity, i.e.,

$$F = \frac{\gamma_i m_e v_i^2}{q e \rho}.$$  \hspace{1cm} (20)

As the ion velocity is decreased, the magnetic field of the bending dipole magnets (with bending radius $\rho$) is reduced and therewith the motional electric field $F=v_i B$. This shifts the cutoff quantum number $n_c$ to higher values. The field-free spectra for all three energies are shown in Fig. 7 together with results from an AUTOSTRUCTURE calculation to which the field-ionization model has been applied by multiplying the $nl$-dependent DR cross section with the $nl$-dependent survival probability. For the comparison the theoretical cross section has been convoluted with the experimental velocity distribution resulting in the theoretical rate coefficient

$$\alpha^{(DR)}(\hat{E}) = \sum_{nl} Y_{nl}(v_i) \int \sigma_{nl}(E(v)) E(v) f(\hat{v}, \vec{v}) d^3v. \hspace{1cm} (21)$$

Since the natural width of the DR resonances is negligible compared to the experimental energy spread, we assume a $\delta$-like energy dependence of the DR cross section, i.e.,

$$\alpha_{nl}(E) = \bar{\sigma}_{nl} \delta(E_n - E) \hspace{1cm} (22)$$

with the resonance energy $E_n$. Under this condition the integration in Eq. (21) can be carried out analytically and we obtain

$$\alpha^{(DR)}(\hat{E}) = \sum_{nl} \sqrt{\frac{2E_n}{m_e}} Y_{nl}(v_i) \bar{\sigma}_{nl}^{(DR)} f(\hat{E}, E_n), \hspace{1cm} (23)$$

where

$$f(\hat{E}, E) = \frac{1}{k_BT_\perp} \exp\left(-\frac{E - \hat{E}/\xi^2}{k_BT_\perp}\right) \left[ \text{erf}\left(\frac{\sqrt{E} + \hat{E}/\xi^2}{\sqrt{k_BT_\perp}/\xi}\right) \right] \left[ \text{erf}\left(\frac{\sqrt{E} - \hat{E}/\xi^2}{\sqrt{k_BT_\perp}/\xi}\right) \right], \hspace{1cm} (24)$$

with $\xi = (1 - T_i/T_\perp)^{1/2}$. As the ion energy is decreased and $n_c$ grows, the recombination rate coefficient in the high-energy part of the spectra increases. Experimental and theo-
retical data shown in Fig. 7 agree quite nicely. From this we conclude that field ionization is sufficiently well understood in our experiment.

B. DRF

For each ion energy a series of spectra were taken for different applied electric fields $E'_\parallel$. The ranges of electric fields are listed in Table II. With decreasing ion velocity the maximum electric field ($E'_\parallel = v_i B'_\perp$) decreases. The longitudinal guiding field was 100.6 mT for all measurements.

The enhancement of the DR via high Rydberg states is quantified by extracting rate coefficients $I_{hi}$ integrated over the energy range of 9.4 –12 eV of the measured spectra. For normalization purposes we also monitored the integral $I_{lo}$ (1.3–7.25 eV) comprising DR contributions from $n = 6–8$. The high Rydberg contributions $I_{hi}$ monotonically increase with the electric field, while the lower-$n$ contribution $I_{lo}$ remains constant when the electric field is changed. In order to provide a quantity characterizing the field effects we use the electric-field enhancement factor [14]

$$r(E_y) = C \frac{I_{hi}(E_y)}{I_{lo}(E_y)}.$$  \hspace{1cm} (25)

The constant $C$ is conventionally chosen such that fits to the data points (see below) yield $r^{(\text{fit})}(0) = 1.0$. The formula

TABLE II. Ranges of motional electric fields $E'_\parallel = v_i B'_\perp$ that were applied in the experiment. Here $v_i$ is the ion velocity and $B'_\perp$ the transverse magnetic field. The values are given for the three experimental ion energies.

<table>
<thead>
<tr>
<th>$E_i$ (MeV/u)</th>
<th>$v_i$ ($10^9$ cm/s)</th>
<th>$B'_\perp$ (mT)</th>
<th>$E$ (V/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.4</td>
<td>4.20</td>
<td>0 – 1.4</td>
<td>0 – 602</td>
</tr>
<tr>
<td>5.0</td>
<td>3.15</td>
<td>0 – 1.4</td>
<td>0 – 449</td>
</tr>
<tr>
<td>3.3</td>
<td>2.53</td>
<td>0 – 1.2</td>
<td>0 – 301</td>
</tr>
</tbody>
</table>

FIG. 7. Zero-field $O^{3+}$ DR spectra for three different ion energies 9.4, 5.0, and 3.3 MeV/u. With decreasing ion energy, increasingly higher Rydberg states contribute to the measured rate coefficient. Included are the theoretical results to which our field-ionization model has been applied (thick gray lines).

FIG. 8. Integrals $I_{hi}$ from 9.4 to 12 eV for all three ion energies 9.4 MeV/u (squares), 5.0 MeV/u (circles), and 3.3 MeV/u (triangles). The curves were fitted using Eq. (26). The error bars represent the normalization error of 11% given in Sec. IV.

FIG. 9. Enhancement of the recombination rate due to an electric field for 9.4 MeV/u (c), 5.0 MeV/u (b), and 3.3 MeV/u (a). Each panel includes the experimental result (squares, full line), the theoretical result with $B'_\perp=0$ T (circles, dashed line), and the theoretical result for $B'_\perp=100.6$ mT (triangles, dotted line). The curves have been fitted to the data points using Eq. (26). The fit values $s$ and $E_{\text{sat}}$ are given in Table III.
which we have fitted to the measured enhancement factors, provides an easy parametrization of our data. The parameter $E_{\text{sat}}$ is the saturation field and $s$ is the initial slope, which is the tangent to $r^{(\text{fit})}(E_y)$ at $E_y = 0$. The result of the present experiment is shown in Fig. 9. The enhancement factor first grows linearly and then saturates for high electric fields. For these high fields the maximum mixture of $l$ states is achieved. This saturation has been seen even more clearly in our Ne$^{7+}$ experiment [13]. For decreasing ion energy, the enhancement of the recombination rate increases. This is due to the fact that the additional higher $n$ states are more sensitive to electromagnetic fields (as shown in Fig. 2).

Curves have been fitted to the data shown in Fig. 8 using Eq. (26). The difference between these curves is associated with $n$ states added by lowering the ion energy [$n \approx 20–26$ and $n \approx 23–29$ as shown in Fig. 10(a)]. By subtracting the curves from one another one gets the integrated recombination rate coefficient only due to these two $n$ bands. After obtaining the integrated recombination-rate coefficient for these two $n$ bands one can determine the enhancement factors for these samples as described above.

The result is shown in Fig. 11. The enhancement factor at 300 V/cm increases from 2.5 for $n = 20–26$ to 3.5 for $n = 23–29$, i.e., the sensitivity to electromagnetic fields increases for growing $n$ as suggested by the model calculation (see Fig. 2).

In the comparison of theoretical and experimental results the following problem has to be considered. In the presence of an electric field alone or crossed electric and magnetic fields, the angular momentum $l$ is not a good quantum number. On the other hand, in order to compare these results to our experimental data we have to use our field-ionization model that calculates $nl$ dependent detection probabilities. In a proper treatment the $l$ and $m$ mixed states in the interaction region would have to be mapped onto spherical states when the ion leaves the cooler. Such a mapping, however, is pres-
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**FIG. 10.** (a) Survival probabilities $\bar{Y}_n(v_i)$ averaged over the angular momentum for the three experimental ion energies 9.4, 5.0, and 3.3 MeV/u (from left to right) (b) Differential survival probabilities, i.e., the difference between adjacent curves shown in (a).

$$r^{(\text{fit})}(E_y) = 1 + s E_{\text{sat}} [1 - \exp(-E_y/E_{\text{sat}})].$$

**TABLE III. Parameters of the fit [Eq. (26)] to the measured and the theoretical data of the enhancement factor.** Here $s$ is the initial slope and $E_{\text{sat}}$ is the saturation field.

<table>
<thead>
<tr>
<th>$E_i$ (MeV/u)</th>
<th>$s$ ($10^{-3}$ cm/V)</th>
<th>$E_{\text{sat}}$ (V/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.4</td>
<td>2.8 ± 0.22</td>
<td>354 ± 61.1</td>
</tr>
<tr>
<td>(B$_i = 100.6$ mT)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>4.0 ± 0.30</td>
<td>304 ± 56.0</td>
</tr>
<tr>
<td>3.3</td>
<td>5.6 ± 0.53</td>
<td>347 ± 118</td>
</tr>
<tr>
<td>Theory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.4</td>
<td>9.8 ± 1.6</td>
<td>86 ± 18</td>
</tr>
<tr>
<td>(B$_i = 0$ mT)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>15 ± 2.6</td>
<td>75 ± 15</td>
</tr>
<tr>
<td>3.3</td>
<td>20 ± 3.6</td>
<td>68 ± 14</td>
</tr>
<tr>
<td>Theory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.4</td>
<td>9.4 ± 0.4</td>
<td>161 ± 9.8</td>
</tr>
<tr>
<td>(B$_i = 100.6$ mT)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>14 ± 1.0</td>
<td>159 ± 17</td>
</tr>
<tr>
<td>3.3</td>
<td>19 ± 1.8</td>
<td>149 ± 21</td>
</tr>
</tbody>
</table>
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**FIG. 11.** The enhancement of the recombination rate of the two distributions of $n$ states shown in Fig. 10(b) (solid line, $n = 20–26$, dashed line, $n = 23–29$).
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**FIG. 12.** Experimental DR spectra for an ion energy of 3.3 MeV/u (full line) and an AUTOSTRUCTURE calculation up to $n = 30$ to which the field-ionization model has been applied using $nl$ dependent detection probabilities (thick dashed line) and $l$-averaged detection probabilities (thick full line).
ently not at hand since the theoretical data can only be given as a function of $n$. Therefore we use $l$ averaged detection probabilities,

$$\bar{Y}_n(v_i) = \frac{1}{n^2} \sum_{l=0}^{n-1} (2l+1) Y_{nl}(v_i).$$

(27)

The difference in using $nl$ dependent and $l$ averaged detection probabilities is small as shown in Fig. 12 where both have been applied to a zero field AUTOSTRUCTURE calculation. DRF has been calculated using the DRFEUD package. This has been done for 0, 42, 126, 252, and 419 V/cm for the case of a pure electric field in the interaction region and for a magnetic field of 100.6 mT. From the theoretical cross section we have derived a rate coefficient analog to Eq. (23), i.e.,

$$\alpha(\hat{E})^{(DRF)} = \sum_n \bar{Y}_n(v_i) \sigma_n^{(DRF)} f(\hat{E},E_n).$$

(28)

In the next step theoretical integrals $I_{nl}$ from 9.4 – 12 eV have been derived, which were used to obtain theoretical enhancement factors included in Fig. 9. This has been done for all three ion energies. The theoretical result is far above the experimental result for the whole range of electric fields. A reason for part of this discrepancy could be the fact that these calculations have been carried out in the isolated resonances approximation. It has been shown by Robicheaux et al. [19] and Griffin et al. [20] that the static field enhancement of DR may be strongly reduced by the interaction between resonances through common continua. Because of the size of the complex matrices involved, the investigation of these effects in lithiumlike ions for crossed electric and magnetic fields is not yet possible.

VI. SUMMARY AND CONCLUSIONS

Previous studies of dielectronic recombination in the presence of electromagnetic fields have been extended towards elements with lower atomic number $Z$ where in our storage ring merged-beam experiments field ionization sets in much earlier than for higher $Z$ values. Nevertheless, still an enhancement up to a factor of 2 can be observed. A first step has been made to provide $n$-differential DRF data. This has been done by varying the ion energy. The additional narrow-bandwidth sets of detected Rydberg states has been determined using a field-ionization model. Comparing the influence of electromagnetic fields on the two sets ($n = 20-26$ and $n = 23-29$) an increasing sensitivity to these fields has been observed. Comparison of the field-free experimental data to theory after applying the field-ionization model described in Sec. IV shows a quite good agreement, especially for high $n$ states.

The experimental results on DR in fields are compared to theoretical calculations. The theoretically calculated enhancement is about 50% above the experimental result, i.e., the experimental DRF measurements cannot quantitatively be explained by state-of-the-art theory. Based on previous theoretical results for DRF in zero magnetic field [19,20] it can be speculated that the effect of interacting resonances has to be considered also for DR in crossed electric and magnetic fields in order to remove the remaining discrepancies. On the experimental side it is difficult to judge how far the approximation in the field-ionization modeling affects the comparison with theory. Further experimental and theoretical efforts are clearly needed for a full understanding of the DRF process.
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