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ABSTRACT: A set of 92 density functionals was employed to
accurately characterize thiol−disulfide exchange. The proper-
ties we have benchmarked throughout the study include the
geometry of a 15 atoms model system, the potential energy
surface, the activation barrier, and the energy of reaction for
thiol−disulfide exchange. Reference energies were determined
at the CCSD(T)/CBS//MP2/aug-cc-pVDZ level of theory,
and reference geometries were calculated at the MP2/aug-cc-
pVTZ level. M11-L, M06-2X, M06-HF, N12-SX, PBE1PBE,
PBEh1PBE, and OHSE2PBE described better the geometry of
the model system, with average deviations of 0.06 Å in bond lengths (0.06 Å in bond-breaking lengths) and 1.9° in bond angles.
On the other hand, the potential energy surface and its gradient were more accurately described by the hybrid density functional
BHandH, closely followed by mPW1N, mPW1K, and mPWB1K. The barrier height and energy of reaction were better
reproduced by the BMK and M06-2X functionals (deviations of 0.17 and 0.07 kcal·mol−1, respectively) for a set of 10 Pople’s
basis sets. MN12-SX and M11-L showed very good results for the widely used 6-311++G(2d,2p) basis set, with deviations of 0.02
and 0.05 kcal·mol−1, respectively. We studied the effect of the split-valence, diffuse, and polarized functions in the activation
barrier of thiol−disulfide exchange, for a set of 10 Pople’s basis sets. While increasing the splitting and polarization may increase
the activation barrier in approximately 1 kcal·mol−1, diffuse functions generally contribute to decreasing it no more than 0.10
kcal·mol−1. In general, 13 functionals provided energies within 1 kcal·mol−1 of the reference value. The BB1K density functional
is one of the best density functionals to characterize thiol−disulfide exchange reactions; however, several density functionals with
modified Perdew−Wang exchange and about 40% Hartree−Fock exchange, such as mPW1K, mPW1N, and mPWB1K, show a
good performance, too.

■ INTRODUCTION

Disulfide bonds are abundant in proteins.1−3 They are known
to participate in some folding pathways and are part of the
catalytic cycle of some enzymes. In cells, the thiol/disulfide
ratio acts as a regulator of the cellular redox potential, it is
involved in electron transfer processes across membranes and
in the secreted proteins pathway.1,2,4,5 Atomistic insight of the
involvement of these structures in cell regulation may, thus,
result in rational pharmacological proceedings toward abnor-
malities in these processes.
The thiol/disulfide ratio in cells is mainly regulated by thiol−

disulfide exchange and is generally assisted by the reduced
glutathione/oxidized glutathione pair. Enzymes that perform
thiol−disulfide exchange require an additional step to restart
their catalytic cycles, for example, ribonucleotide, 3′-phosphoa-
denosine-5′-phosphosulfate (PAPS), or methionine sulfoxide
reductases.1 This step may be performed by a small molecule
(e.g., glutathione) or by specialized enzymes. Disulfide
oxidoreductases are the class of enzymes responsible for the
formation, reduction, and isomerization of disulfide bonds,
through thiol−disulfide exchange. This class of enzymes often

possess a characteristic Cys-X-X-Cys motif (being X any of the
natural amino acids) and a considerable structural similarity to
thioredoxin.4 Equation 1 shows the overall reaction for thiol−
disulfide exchange.

+ ′ ″ ↔ ′ + ″RSH R SSR RSSR R SH (1)

This is usually a SN2 reaction in which a cysteine or glutathione
is being deprotonated and subsequently acting as a nucleophile,
attacking the disulfide bond established by two cysteine (Cys)
residues in a Cys-X-X-Cys motif. The attacking sulfur is usually
named Snuc (nucleophilic sulfur), the attacked sulfur is named
Sctr (central sulfur), and the sulfur that leaves the disulfide bond
is named Slg (leaving sulfur). The attack is driven along the
disulfide bond axis and the reaction is expected to be
intrinsically thermoneutral,6,7 even though the environment
can provide different stabilities to Snuc and Slg, promoting the
reaction toward one or another direction, depending on the
physiological role of the specific enzyme. While in gaseous
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phase the energy barrier of this reaction is inverted,6,8 in
aqueous media the experimentally determined barrier is around
14 kcal·mol−1.9,10 The transition state structure is approx-
imately symmetrical relative to the attacked sulfur atom.6,8,11

The charge density delocalization through the three sulfur
atoms in the transition state indicates that hydrophobic
environments are better catalysts for the reaction.6 This
evidence is also supported by pKa studies in cysteines from
the active site of disulfide oxidoreductases.12

Computational studies have been performed, regarding
thiol−disulfide exchange using quantum mechanics calcula-
tions, in the recent past.8,13−15 Density Functional Theory
(DFT)16−18 has been the preferred theoretical level when
dealing with large chemical systems, even though there is no
exchange-correlation approximation that consistently describes
the energy of this interaction. The latter has been the target of
several approaches over the past decades, from density
functional (DF) development to correlated Hamiltonian
methods.19−24 So far, in the DF field we have up to five
main approximations for the description of the exchange-
correlation energy: Local Density Approximation (LDA),
Generalized Gradient Approximation (GGA), meta-General-
ized Gradient Approximation (m-GGA), hybrid-Generalized
Gradient Approximation (h-GGA), and hybrid-meta General-
ized Gradient Approximation (hm-GGA). Other approxima-
tions to calculate this term have appeared in the recent years
including the range-separated approach (rs),25−30 Nonsepar-
able Gradient Approximation (NGA),31−33 and double-hybrid
Generalized Gradient Approximation (hh-GGA).34−40

Given the large number of DFs to calculate a given property
of a chemical system, we must choose wisely. In the literature,
we can find a plethora of benchmark studies to rank DFs for
properties such as ionization and atomization energies, reaction
energies, intermolecular and covalent interactions, proton and
electron affinities, or structural parameters.41−44 Furthermore,
several databases that compile specific reactions for chemical
properties can be developed to test or rank any DF.45,46

We provide here a study on DFT performance for thiol−
disulfide exchange, in particular, the linkage and dissociation of
disulfides by thiolate attack. To our knowledge, there are no
recent benchmark studies for this reaction, even though it is
prevalent in biochemistry.4,5,47,48 Our benchmarking is
designed to rank the performance of DFs to reproduce
structural and energy properties of this reaction, from the
optimization of model systems to reaction coordinate linear
transit scans, and ultimately providing accurate energies for the
thiol−disulfide exchange reaction. Therefore, the main goals of
our work are defined as (i) to provide a benchmarking on
geometry accuracy on a representative model of the thiol−
disulfide exchange reaction, (ii) to propose DFs to perform
linear transit scans along the Snuc−Sctr−Slg reaction coordinate,
(iii) to determine a set of DFs that best describes the activation
barrier and the energy of the thiol−disulfide exchange reaction.
Our results are crossed with recent benchmark studies on
several important chemical properties,41−43,46,49,50 to account
for the wide spectra of chemical interactions that a complex
medium possesses. The tests are performed with a group of
basis sets ranging the double and triple split, polarized, and
diffuse valence shells. We also test a number of range-separated
DFs and several dispersion corrections.51−54

To perform the benchmarking, we need reference values
derived from accurate methods, such as coupled-cluster
(CC)55,56 or configuration interaction (CI).20,21 These

methods require a high computational power and are currently
restricted to small systems (less than 30 atoms), if using large
basis sets. In this study, we performed single-point energy
calculations, at the CCSD(T)22,55−60 level of theory, to
determine CCSD(T)/CBS//MP2/aug-cc-pVDZ reference en-
ergies. We employ complete basis set (CBS) extrapolation
methods61−65 to extrapolate both the Hartree−Fock (HF) and
correlation energies.

■ COMPUTATIONAL METHODS
Model System. A 15 atom model system was built from

thioredoxin glutathione reductase (PDB code: 2X8H) (Figure
1).66 Thiol−disulfide exchange occurs through the nucleophilic

attack of an external thiolate (mostly from gluthatione) to the
disulfide bond of the Cys-X-X-Cys motif. We have kept the
terminal methylthiolate from glutathione (GSH1595) and the
dimethyldisulfide from the Cys28-Pro29-Tyr30-Cys31 motif of
thioredoxin reductase.
The computational procedure comprehends two stages, the

determination of reference structures and energies and the
benchmarking of density functionals. All the calculations were
run with the Gaussian 09 software.67

Reference Structures for Thiol−Disulfide Exchange.
We performed a linear transit scan in vacuum along the Snuc−
Sctr distance at the MP2/aug-cc-pVDZ level of theory. The
Snuc−Sctr−Slg angle was constrained with three ghost atoms
(Gh), by fixing Gh−Sctr−Slg and Gh−Snuc−Sctr angles (see
Figure S1 in Supporting Information (SI)). These three ghost
atoms establish a geometrical plane that constrains the Snuc−
Sctr−Slg angle to 180° throughout the potential energy surface
(PES) calculation. This configuration is assumed as representa-
tive for a general nucleophilic attack. Ghost atoms have no
charge or basis function information; therefore, they do not
interfere in the quantum mechanical calculations. The PES has
a parabolic shape, with only one stationary state (a minimum,
the trisulfide anion). The minimum was reoptimized with
MP2/aug-cc-pVTZ and served as reference geometry for the
DF geometry benchmarking.

Reference Energies for Thiol−Disulfide Exchange. We
performed geometry optimization calculations at the MP2 level
of theory with the aug-cc-pVDZ basis set,68−70 in water, using
the implicit conductor-like polarized continuum model (C-
PCM)71,72 with a dielectric constant of 78.4. The reaction
profile has shown three stationary points (R, TS, and P, Figure
2), whose electronic energy was recalculated, without the

Figure 1. Enzyme thioredoxin glutathione reductase (2X8H) is shown
in cartoon representation, with the Cys-X-X-Cys motif and the
glutathione ligand in stick representation. Our model is highlighted by
the black contour in the ball and stick representation. Slg, Sctr, and Snuc
stand for the leaving group, central, and nucleophilic sulfides,
respectively.
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solvent, at the CCSD(T)/CBS//MP2/aug-cc-pVDZ level. The
continuum solvent was taken out at the end to measure the
errors from the functional only.
To investigate the PES shape in vacuum, we calculated the

geometry and energy of a series of 20 increments of 0.010 Å, on
both sides of the Snuc−Sctr equilibrium bond length, at the
MP2/aug-cc-pVDZ level of theory. We then used five
equidistant steps, around the minimum of the PES, to calculate
our reference PES. Such number of points was required to
perform calculations at the CCSD(T)/CBS level.
We have employed the CBS extrapolation schemes for both

the reaction energy profile and the Snuc−Sctr relaxed PES (for
further discussion, see Tables S4−S6 and Figure S4 in SI). We
used energies from the MP2/aug-cc-pVXZ (X = 2, 3, 4) levels
of theory to extrapolate for the MP2/CBS level, as
recommended in the original schemes.61−65 CBS extrapolation
schemes that use only the aug-cc-pVDZ and aug-cc-pVTZ basis
sets may lead to inaccurate results,61,62,65 and calculations at the
CCSD(T)/aug-cc-pVQZ level were too computationally
demanding to be feasible. Therefore, we used the MP2/aug-
cc-pVTZ and MP2/aug-cc-pVQZ single point energies to
perform the CBS extrapolation for the correlation energy. We
then determined the CCSD(T)/CBS energies, assuming that
the differences in correlation energy between CCSD(T) and
MP2 were the same when calculated using the aug-cc-pVTZ
basis set or CBS (see the “CBS extrapolation schemes
employed in the study” section, in SI).41,43,73−75 We did this
for all stationary points of the reaction in water and for all
points of the PES in vacuum. Despite the limitations that this
approach might have, the final quality of the CCSD(T)/CBS
energy is much superior to the DFT energies, and is adequate
to be taken as a reference to benchmark the density functionals.
Geometry Benchmarking. Geometry optimizations were

performed in vacuum, with the 92 density functionals employed
in this study, for the 6-31G(d)76−81 and the 6-31+G(d)76−82

basis sets. These basis sets are frequently employed to optimize
large biological systems, where the number of QM atoms
usually ranges 100−300 atoms. To rank the performance of the
set of DFs in geometry accuracy, we used the MP2/aug-cc-
pVTZ optimized structure, in vacuum, as reference. We initially
ranked our density functionals by root-mean-square deviation
(RMSD) relatively to the reference structure. However, this
criterion is insufficient, since it is an average measure of
structure similarity and a more significant deviation in a given
coordinate may pass unnoticed in the average. To avoid such
situations, we checked for the most relevant internal
coordinates and ranked separately (by RMSD) the functionals
that did not violate either of the two premises that follow: (i)
Snuc−Sctr−Slg angle deviations smaller than 3.0°; (ii) errors in
any of the Snuc−Sctr, Sctr−Slg, and Snuc−Slg distances no greater

than 0.1 Å. Among these, those with lower RMSD were
considered to be more accurate. Even though the thresholds of
0.1 Å and 3.0° might seem arbitrary, in fact, results remain the
same even if we change their value. A final note will be given on
the threshold for bond lengths. A tenth of an Ångstrom seems
to be too large an error for DFT, where common functionals
have a bond length accuracy of about 0.01−0.03 Å. However,
the potential energy surface along the sulfur−sulfur distance in
the trisulfide anion in vacuum is extremely flat, allowing for
bond elongations at a very modest energy cost.

Electronic Energy and PES Gradient Benchmarking. A
set of 29 DFs, representative of the different exchange-
correlation energy approximations and also based on the
previous geometry benchmarking, were used to calculate the
PES using the Snuc−Sctr bond as the reaction coordinate, since it
represents the nucleophilic attack of the cysteine to the
glutathione ligand (see Figure 1). The PES for the 29 DFs were
established with the 6-31G(d) basis set, which is the most
common choice to perform PES calculations.8,14,83−88 We took
into consideration also the popularity of some DFs (e.g.
B3LYP).89−91 All comparisons of energies and gradients with
the CBS data have been done using pure DFs and ab initio
calculations, a point to emphasize since recent work92−94 has
caution on the fact that “model chemistries” using hybrid
methodologies may be misleading in describing the topography
of the PESs described by the pure “chemistries” involved.
Single point energy calculations were carried out for the 92

DFs with 11 basis sets, namely 6-31+G(d,p),76−82 6-31+G-
(2d , 2p ) , 7 6− 8 2 6 - 311G(d , p ) , 7 8− 8 1 , 9 5− 9 7 6 -311G-
(2d,2p),78−81,95−97 6-311G(2df,2p),78−81,95−97 6-311G-
(2df,2pd),78−81,95−97 6-311+G(df,p),78−82,95−97 6-311++G-
(df,p),78−82,95−97 6-311+G(2d,2p),78−82,95−97 6-311+
+G(2d,2p),78−82,95−97 and TZVP,98 to investigate the effect
of valence splitting, polarization, and diffusion functions
independently.
We checked the impact of the use of different integration

grids, for three basis sets6-311G(2df,2p), 6-311++G(df,p),
and 6-311++G(2d,2p)due to the sensitivity stated for some
DFs, particularly the Minnesota family of functionals.99 We
used three pruned grids: the 75 302 default grid, the 99 590
grid, and the 150 974/225 974 grid. All deviations to the default
pruned 75 302 grid are near 0.00 kcal·mol−1. Exceptions stand
for the M06-L (0.06 kcal·mol−1), M06-2X, M06 (0.03 kcal·
mol−1), BMK (0.09 kcal·mol−1), and ωB97X (0.04 kcal·mol−1)
functionals, for both the 99 590 and the 150 974/225 974 grids.
The default grid seldom led to inaccuracies, and when they
occur, they are very small (below 0.1 kcal·mol−1). Additionally,
we carried out single point energy calculations for the range
separated version100 of 34 pure DFs and 26 dispersion
corrected DFs available in Gaussian 09. The parameters to

Figure 2. Reaction states for thiol−disulfide exchange, reagent (R), transition state (TS), and product (P), obtained at the MP2/aug-cc-pVDZ level
of theory.
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employ in Grimme’s dispersion and with Becke−Johnson
damping DFs were retrieved from Grimme’s work.51−53 We
employed a large number of the DFs to observe the differences
of several DF approximations toward thiol−disulfide exchange,
by introducing screened exchange or dispersion corrections.

■ RESULTS AND DISCUSSION
Characterization of Thiol−Disulfide Exchange. Figure

3 shows the PES profile for the HF, CCSD(T) correlation, and
CCSD(T) electronic energies, extrapolated to the CBS limit,
calculated for five relevant Snuc−Sctr distances.

A minimum in the correlation energy can be observed when
the three sulfur atoms are nearly equidistant (Slg−Sctr and Sctr−
Snuc differ in 0.02 Å, see Figure 1) and the orbital overlap
between the three sulfur atoms is maximum. For this same
configuration, the HF energy is at a maximum, since the
electron−electron repulsion due to orbital overlapping is high.
We observe also that a Snuc−Sctr stretch of 0.20 Å leads to
energy differences up to 3 kcal·mol−1 and completely different
energy profiles at the HF and CCSD(T) levels of theory. Figure
3 exemplifies quite well how strongly the correlation energy
influences the geometry and energy for our thiol−disulfide
exchange model. Therefore, the careful choice of an adequate
density functional is necessary and fully justified.
Our calculations performed in vacuum failed to provide a

local minima representative of the configuration expected in an
enzymatic environment, since in X-ray structures of enzymes
the thiolate anion is either in an oxidized or reduced form;
hence, we performed calculations with implicit aqueous solvent
(C-PCM), which provided closer results to the observed in X-
ray structures. Figure 4 shows the energy profile obtained from
the CBS extrapolation scheme of Varandas, for both vacuum
and aqueous implicit solvent.
Table 1 presents the energy of the TS (relative to the R), in

vacuum (ΔEPES depth) and implicit water C-PCM (ΔEactivation),
obtained at the MP2/aug-cc-pVXZ (X = 2−4), CCSD(T)/aug-
cc-pVXZ (X = 2, 3), and CBS extrapolated levels of theory.
Comparing the MP2/aug-cc-pVXZ and the MP2/CBS

energies to the CCSD(T)/aug-cc-pVXZ and CCSD(T)/CBS
energies, one can observe that MP2 energies converge faster
toward the CBS limit with the increase of the basis set size. The
CCSD(T)/CBS results show an activation energy of 9.61 kcal·

mol−1, different from the 14 kcal·mol−1 experimental estimate
in the literature.9,10 Our calculations have used an implicit
solvent model (with well-known limitations) and do not
include entropic or zero point energy (ZPE) corrections. We
estimated the ZPE and thermal free energy corrections in 8.05
kcal·mol−1, from MP2/aug-cc-pVDZ calculations.

Benchmarking Geometry of the Thiol−Disulfide
Exchange Model. Since disulfide crossed-links have been
described as strongly relying in the method employed,101 we
have benchmarked the quality of the molecular geometry, in
vacuum, with the 6-31G(d) and 6-31+G(d) basis sets, against
the MP2/aug-cc-pVTZ optimized structure.
These basis sets are representative of this type of calculations

in large systems and are extensively used in computational
chemistry. Larger basis sets could be employed here but would
not be of practical use in studies of applications to realistic
biological systems. Of course, the criticism may be that any
good agreement with a small basis set may just be accidental, an
argument that we cannot unfortunately counterargue. However,
we are interested in interaction energies, and hence, such
considerations may not have drastic implications. Table 2
shows the DFs that have fulfilled the criteria that we established
in the methods section (further results can be found in SI,
Tables S24 and S25). Overall, the average error in bond lengths
is slightly above of what is typically expected from DFT
methods (generally bellow 0.05 Å),44,102,103 which is due to the

Figure 3. PES profile for the CBS extrapolated CCSD(T), HF, and
CCSD(T)correlation energies. The left axis corresponds to HF/CBS and
CCSD(T)coor/CBS energies, and to the right axis corresponds to the
CCSD(T)/CBS energies obtained from Varandas’ extrapolation
scheme.

Figure 4. Energy profile for the thiol−disulfide reaction obtained with
the CBS extrapolation scheme of Varandas, for the vacuum and
implicit solvation models, using the geometries optimized in solvent.

Table 1. Electronic Energies from Single-Point Calculations
for the R, TS, and P States with MP2 and CCSD(T)
Methods, and CBS Extrapolationa

method/basis set
ΔEPES depth (kcal·mol−1)

(vacuum)
ΔEactivation (kcal·mol−1)

(water)

EMP2/DZ −5.05 6.24
EMP2/TZ −4.38 7.05
EMP2/QZ −4.09 7.36
EMP2/CBS −4.06 7.38
ECCSD(T)/DZ −3.31 7.90
ECCSD(T)/TZ −2.13 9.28
ECCSD(T)/CBS −1.82 9.61

aDZ stands for the aug-cc-pVDZ basis set, TZ stands for the aug-cc-
pVTZ basis set, and QZ stands for the aug-cc-pVQZ basis set.
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unusual flatness of the PES of this system for the sulfur−sulfur
distance. As verified in a paper by Goerigk and Reimers,101

geometries obtained with double-split valence basis sets
predominantly overestimate sulfur−sulfur stretching, relatively
to the MP2/aug-cc-pVTZ structure. Among the best perform-
ing DFs, m-GGAs show the highest deviations to the reference
values and increasing inclusion of HF exchange shortens these
differences.
The Minnesota functionals, M11-L, M06-2X, M06-HF, and

N12-SX, along with PBE1PBE, PBEh1PBE, and OHSE2PBE
show the best performance for the set of two basis sets tested.
We remark the less good performance of the range separated
DFs. B3LYP was not among the best functionals; nevertheless,
it showed a similar performance for both 6-31G(d) and 6-
31+G(d) basis sets (ranked 60th and 48th, respectively), with
RMSD of 0.51 and 0.52 Å for this system.

The five hh-GGA DFs show good performance with the 6-
31G(d) basis set. However, with the 6-31+G(d) basis set they
were unable to reproduce the similarity in the Sctr−Slg and Sctr−
Snuc bonds exhibited by the reference structure. Other works
have already shown that hh-GGAs do not present good results
when double-split valence basis sets are employed;35,42,104

therefore, employing hh-GGAs to obtain molecular geometries
is limited to smaller systems and may not be adequate to carry
out QM calculations in biological systems, where the size of the
system must be considerable to account for the most significant
interactions in the chemical environment.
A final remark on the set of DFs employed: some current

works highlight the role of dispersion as well as basis set error
corrections to accurately describe both the system’s energy and
structure,42,101,105−107 in particular, when small basis sets, such
as 6-31G(d), empirical long-range dispersion, and basis set

Table 2. Best Performing Density Functionals for the 6-31G(d) and the 6-31+G(d) Basis Setsa

Sctr−Slg (Å) Sctr−Snuc (Å) Slg−Sctr−Snuc (deg) (Sctr−Slg)−(Sctr−Snuc) (Å) MUE (Å) RMS (Å)

MP2/aug-cc-pVTZ 2.42 2.40 179.8 0.02
6-31G(d)

M11-L 0.08 0.06 −2.0 0.04 0.06 0.43
PW91B95 0.10 0.09 −0.5 0.03 0.07 0.44
PBEB95 0.10 0.10 −0.7 0.03 0.08 0.44
SVWN 0.03 0.02 −0.5 0.02 0.02 0.45
SVWN5 0.03 0.03 −0.3 0.02 0.03 0.45
MN12-SX 0.08 0.06 −0.8 0.04 0.06 0.45
M06-2X 0.07 0.03 −0.4 0.05 0.05 0.45
M06 0.08 0.04 −1.3 0.06 0.06 0.45
M06-HF 0.04 0.03 −0.2 0.03 0.03 0.46
DSD-BLYP 0.08 0.06 −2.1 0.03 0.06 0.47
N12-SX 0.05 0.02 −2.1 0.04 0.04 0.47
B2GPPLYP 0.08 0.06 −2.3 0.04 0.06 0.47
mPW2PLYP 0.09 0.07 −2.4 0.04 0.07 0.47
mPW1B95 0.10 0.10 −2.2 0.02 0.07 0.48
mPWB95 0.10 0.10 −2.2 0.02 0.07 0.48
PBE1PBE 0.06 0.04 −2.5 0.04 0.05 0.48
B2PLYP 0.09 0.08 −2.7 0.04 0.07 0.48
PBEh1PBE 0.07 0.04 −2.5 0.05 0.05 0.48
OHSE2PBE 0.07 0.04 −2.6 0.05 0.05 0.48
mPW1PBE 0.07 0.04 −2.8 0.04 0.05 0.49
mPW1PW91 0.07 0.04 −2.8 0.04 0.05 0.49
APF 0.07 0.05 −2.8 0.04 0.05 0.49
TPSSh 0.10 0.08 −2.3 0.03 0.07 0.50
B3P86 0.07 0.05 −2.9 0.04 0.05 0.50
TPSS1KCIS 0.10 0.08 −2.8 0.04 0.07 0.50
... ... ... ... ... ... ...
B3LYP 0.07 0.04 −3.4 0.05 0.05 0.51

6-31+G(d)
M11-L 0.02 0.09 −2.6 −0.05 0.05 0.44
M062-X −0.01 0.10 −0.9 −0.09 0.07 0.45
SVWN 0.00 0.04 −0.3 −0.02 0.02 0.46
SVWN5 0.01 0.04 −0.5 −0.02 0.02 0.46
M06-HF 0.01 0.06 −0.6 −0.03 0.03 0.47
N12-SX 0.00 0.06 −2.6 −0.04 0.03 0.48
PBEh1PBE 0.01 0.08 −2.8 −0.05 0.05 0.48
PBE1PBE 0.01 0.08 −2.9 −0.05 0.05 0.48
OHSE2PBE 0.02 0.08 −2.9 −0.05 0.05 0.48
... ... ... ... ... ... ...
B3LYP 0.02 0.09 −3.9 0.05 0.05 0.52

aThe first four columns show the unsigned error with respect to the reference values for the tested DFs. The MUE refers to the mean unsigned
average error of the Sctr−Slg, Sctr−Snuc and (Snuc−Sctr)−(Slg−Sctr) lengths.
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error considerations have led to significant improvement in
molecular geometry, particularly, when conformers of the
molecular PES show very low barriers.101,107 Nevertheless, as
larger environments are treated, these empirical corrections
may be required to obtain either more accurate geometries or
energies. Our study did not account for such corrections since
we used a small model, based on the fact that we carried out
extensive work on the thioredoxin family of enzymes,6,13,108−111

which employs the reactive system of thiol−disulfide exchange
for catalysis. Most of our past studies on these enzymes have
been performed on such small systems, but the results6 have
been validated by single-molecule force spectroscopy.112−114

Benchmarking the PES along the Reaction Coordi-
nate. Table 3 shows the average MUEs for the five equidistant
CCSD(T)/CBS energies in the Sctr−Snuc linear transit scan, for
a set of 29 functionals. We have used the 6-31G(d) basis set
because it is with this basis set (or with basis sets of similar size)
that the PES is frequently explored for systems of considerable
size. Therefore, this study does not present the accuracy of
functionals in terms of electronic energy but instead the
accuracy with which they generate the PESs. These DFs were
chosen to cover the several existing families and were based on
the geometry benchmarking presented beforehand.
Our results show that density functionals, with little or no

HF exchange, do not reproduce accurately the CCSD(T)/CBS
reference energies for the several Sctr−Snuc distances in the PES

or the overall interaction. Hybrid functionals with 40−50% HF
exchange and the modified Perdew and Wang exchange115−120

have shown good accuracy in describing the thiol−disulfide
exchange energies (see also single-point calculations for the
ΔEPES depth in SI). This percentage of HF exchange has been
described in previous studies to be needed to accurately
describe barrier heights.121−123 In general, pure DFs show the
highest MUE among the set of DFs tested. Among the several
DF approximations, the hm-GGA set of DFs consistently
describes the energies for the five points of the PES with the
lowest errors, all rounding 0.20−0.30 kcal·mol−1. For the hh-
GGA set of DFs, we observe increasing MUE values as the
percentage of HF exchange increases. B3LYP gives relative
energies higher than the reference energies when the Sctr−Snuc
distance is lower than 2.45 Å. However, the same is observed
for almost all other DFs tested. Overall, the BHandH, mPW1N,
mPW1K, mPWB1K, and BB1K functionals show a good and
similar performance for energy calculations. We notice that
again the functional BB1K stands out as one of the best.
An energy analysis from our set of DFs is not enough to

choose those that best represent the PES energy for thiol−
disulfide exchange. The adequate functional must be accurate in
both energy and energy gradient toward the CCSD(T)/CBS
PES. Indeed, the fact that the CCSD(T)/CBS and the DFT/6-
31G(d) curves must be parallel is key to certify similar
dynamical attributes for the density functional performance.

Table 3. MUEs, in kcal·mol−1, for a Set of 29 DFs Used to Determine the PES from CCSD(T)/CBS Calculations (See Figure
4)a

Sctr−Snuc (Å) 2.25 2.35 2.45 2.55 2.65
ΔE (kcal·mol−1) 0.00 0.01 0.17 0.44 0.72

DF Exc % Ex
HF error (kcal·mol−1) MUE (kcal·mol−1)

SVWN LDA 1.21 0.19 −0.15 −0.02 0.54 0.42
HCTH407 GGA 0.97 0.32 −0.13 −0.42 −0.51 0.47
PBE GGA 2.04 0.67 −0.09 −0.40 −0.30 0.70
BP86 GGA 2.08 0.70 −0.08 −0.41 −0.33 0.72
PW91 GGA 2.11 0.75 −0.05 −0.42 −0.39 0.75
BLYP GGA 2.84 1.21 0.17 −0.43 −0.61 1.05
M11-L m-GGA 0.79 0.20 −0.16 −0.35 −0.34 0.37
VSXC m-GGA 1.43 0.52 −0.07 −0.43 −0.50 0.59
PW91TPSS m-GGA 1.87 0.59 −0.11 −0.38 −0.26 0.64
TPSS m-GGA 2.05 0.71 −0.07 −0.41 −0.35 0.72
BHandH h-GGA 50.00 0.09 0.00 −0.11 −0.26 −0.29 0.15
mPW1N h-GGA 40.60 0.24 0.02 −0.15 −0.30 −0.34 0.21
mPW1K h-GGA 42.80 0.20 0.01 −0.15 −0.33 −0.40 0.22
PBE1PBE h-GGA 25.00 0.81 0.17 −0.17 −0.28 −0.15 0.31
mPW1PBE h-GGA 25.00 0.83 0.18 −0.17 −0.29 −0.17 0.33
mPW1PW91 h-GGA 25.00 0.84 0.18 −0.17 −0.30 −0.19 0.34
B3LYP h-GGA 20.00 1.34 0.44 −0.12 −0.41 −0.43 0.54
mPWB1K hm-GGA 44.00 0.11 −0.01 −0.13 −0.30 −0.39 0.19
BB1K hm-GGA 42.00 0.18 0.01 −0.15 −0.34 −0.42 0.22
M06-2X hm-GGA 54.00 0.64 0.12 −0.16 −0.26 −0.16 0.27
M06-HF hm-GGA 100.00 0.77 0.13 −0.16 −0.23 −0.06 0.27
BMK hm-GGA 42.00 0.31 0.00 −0.14 −0.34 −0.57 0.27
N12-SX h-NGA 25.00/−b 0.77 0.13 −0.16 −0.23 −0.06 0.27
MN12-L m-NGA 0.30 0.04 −0.16 −0.39 −0.54 0.29
MN12-SX hm-NGA 25.00/−b 0.64 0.15 −0.17 −0.35 −0.34 0.33
N12 NGA 0.80 0.14 −0.16 −0.25 0.73 0.42
B2GPPLYP hh-GGA 53.00 0.67 0.17 0.00 −0.08 −0.36 0.35
DSD-BLYP hh-GGA 65.00 0.72 0.20 −0.01 −0.08 −0.39 0.36
B2PLYP hh-GGA 70.00 1.02 0.30 −0.02 −0.06 −0.36 0.44

aAll DFT calculations were performed with the 6-31G(d) basis set. bScreened HF exchange at short and long ranges.
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Our analysis turns now to the energy gradient along the Sctr−
Snuc reaction coordinate, where we compare four equidistant
intervals from the CCSD(T)/CBS PES of the reaction
coordinate. Figure 5 shows our results for the several
approaches to the exchange-correlation (Exc) term. We
performed a comparison of the energy gradient as we go
farther from the equilibrium distance of the PES. In this way,
we evaluate both the energy and energy gradient accuracies,
toward the CCSD(T)/CBS PES, taking into account that new
geometries are being obtained from the DF itself.
An overall look at Figure 5 shows that no DF reproduces

accurately the energy gradient of the reference PES, which we
observe to be very flat. We also notice that the energy
minimum from the PES of each density functional does not
seem to be moving close to the 2.25−2.35 Å distance.
Regarding the GGA functionals, we observe that the energy

minimum is shifted toward larger Sctr−Snuc values, relatively to
the reference PES; however, the energy gradient toward larger
values of Sctr−Snuc seems to agree with the gradient estimated

by our extrapolated PES for the PW91, PBE, and BP86
functionals. Comparatively to the GGA approximation, the
introduction of kinetic spin interaction in the Hamiltonian
improves the PES obtained from m-GGAs. The M11-L
functional, followed by MN12-L, shows the best performance
in reproducing the CCSD(T)/CBS PES for the thiol−disulfide
exchange reaction in this class of DFs. The N12 density
functional shows a discontinuous behavior farther from the 2.60
Å distance and VSXC presents a slight discontinuity for values
of Sctr−Snuc close to 2.30 Å, hence these regions were
considered in this part of our discussion.
Analyzing the h-GGA class of functionals, we can observe a

clear dependence on energy profile and HF exchange. DFs with
25% HF exchange (PBE1PBE, mPW1PBE, and mPW1PW91)
show an identical behavior, closely followed by the N12-SX
functional. The BHandH, mPW1N, and mPW1K functionals,
with 40−50% HF exchange, show the lowest energy deviations.
BHandH shows the closest results to the CCSD(T)/CBS
extrapolated PES in both energy accuracy and energy gradient.

Figure 5. Comparison of the PES scans for the selected functionals with the 6-31G(d) basis set, and the reference PES from CCSD(T)/CBS
calculations. We analyze DF performance according to Exc approximation for each set: (i) LDA, (ii) GGA, and NGA, (iii) m-GGA and m-NGA, (iv)
h-GGA and h-NGA, (v) hm-GGA and hm-NGA, and (vi) hh-GGA. The CCSD(T)/CBS calculated PES is shown with gray dashes.

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct500840f | J. Chem. Theory Comput. 2014, 10, 4842−48564848



We emphasize, particularly, the performance of B3LYP due to
its high popularity. It overestimates the energy for short Sctr−
Snuc distances and the energy gradient profile along the reaction
coordinate becomes more consistent with the CCSD(T)/CBS
profile for values larger than the equilibrium distance (see
Figure 5). The results from the hm-GGA class of DFs do not
differ substantially from h-GGA DFs, with the mPWB1K and
BB1K functionals showing the best overall performance. While
the BMK functional performs accurate energy calculations for
the reaction coordinate, comparatively to the CCSD(T)/CBS
PES, the kinetics of the Sctr−Snuc bond throughout the linear
transit scan failed to be reproduced.
B2PLYP, B2GPPLYP, and DSD-LYP functionals, all hh-

GGAs, behaved similarly in this part of the study. Despite none
of them being able to accurately describe the PES gradient at
the CCSD(T)/CBS level of theory, MUEs were relatively small
comparatively to the CCSD(T)/CBS PES (in the 0.30−0.40
kcal·mol−1 range). This gradient is more similar between these
DFs, as we move for larger Sctr−Snuc distances.
Benchmarking of the Activation Energy for Thiol−

D i s u l fi d e E x c h a n g e . A s e t o f 9 2
DFs18,25−40,89−91,100,115−122,124−166 was benchmarked against
CCSD(T)/CBS activation energies. All calculations show the
overall reaction to be thermoneutral, with errors often lower
than 0.1 kcal·mol−1.
LDA DFs present the less exact activation energy

(ΔEPES depth) for thiol−disulfide exchange, with errors around
10 kcal·mol−1 for any of the 11 basis sets tested, while B3LYP
shows errors within the 3 kcal·mol−1 underestimation error
attributed to this density functional. This has been observed
also for several other properties in other benchmark
studies.41−43 In Table 4, we show the set of density functionals

that performed better (within 1.00 kcal·mol−1) for the 6-311+
+G(2d,2p) basis set, which is commonly used in single-point
calculations in mechanistic studies.83−86 The Minnesota family
of DFs shows good performance toward the reaction we have
studied, as there are 4 of these density functionals that show an
error smaller than 1 kcal·mol−1 from the CCSD(T)/CBS
values, in 10 of the tested DFs. The results for the whole 92

density functionals are given in SI (see Table S7). An error of 1
kcal·mol−1 might seem large in sight of the magnitude of the
interaction and reaction energies of thiol−disulfide exchange.
However, this is illusory, since the activation and reaction
energies are differences between large numbers, and if they are
not accurate, the differences may take large positive/negative
values. Hence, to calculate a relative error does not make sense
here because the limits of the scale are not determined.
We tested the systematic behavior of the 92 DFs with basis

sets having different valence splitting, polarization, and diffuse
Gaussian functions and show in Figure 6 the results for a set of
17 DFs that performed within 1.00 kcal·mol−1 for at least half
of the 10 Pople’s basis sets tested and B3LYP.89−91 The
objective of the next part of our discussion is not to choose the
best basis set to approach with a given functional, but instead,
we try to give insight on the confidence the user can get from
selecting a given DF to study the thiol−disulfide exchange
reaction.
We observe that inclusion of diffuse basis sets in heavy atoms

decreases the ΔEPES depth for most density functionals, in about
0.10 kcal·mol−1, relative to the 6-311G(2d,2p) energy. As we
introduce diffuse functions in hydrogen atoms, we notice that
errors from the reference energy are nearly the same (see dark
gray bars in Figure 6). The cases in which this deviation is
larger are observed for h-GGA DFs with high HF exchange
(higher than 40%).
Comparing the energy calculations from the double and

triple-split valence basis sets, we observe that the ΔEPES depth
decreases for almost all density functionals (see white bars in
Figure 6). These decrements are always smaller than 1 kcal·
mol−1. Only for M11-L166 and M06-HF,160,161 larger split-
valence leads to a higher ΔEPES depth. The m-GGA and hh-GGA
sets of DFs show the largest standard deviations.
The effect of increasing polarization can be observed in light

gray bars in Figure 6. This property shows the highest variation
in the thiol−disulfide exchange reaction. Figure 6 shows that
increasing polarization leads to higher ΔEPES depth, as we
approach the 6-311G(d,p), 6-311G(2d,2p), and 6-311G-
(2df,2pd) basis sets. Differences in ΔEPES depth, among these
basis sets, can be larger than 1.00 kcal·mol−1, although that was
only observed for 6 DFs. In general, as polarization increases
the ΔEPES depth obtained for each DF increases in a nonlinear
manner. The exception stands for the hh-GGA set of DFs. In
this latter set, we observe a decrease in the PES depth from 6 to
311G(d,p) to 6-311G(2d,2p), and an increase from the 6-
311G(2d,2p) to 6-311G(2df,2pd) basis sets. The ΔEPES depth for
the 6-311G(2d,2p) basis set are the farthest from the reference
value. Density functionals from the m-GGA set show more
equally spaced ΔEPES depth deviations (see Table S21 in SI). The
m-GGA and hm-GGA set of DFs provide larger ΔEPES depth for
highly polarized basis sets; the latter show nonlinear variations
of ΔEPES depth with increasing polarization−introduction of f
and d orbitals in heavy and hydrogen atoms, respectively, shows
a higher increase in ΔEPES depth for the thiol−disulfide exchange.
The choice of basis set is of outmost importance in any DFT

energy calculation. As a general conclusion, we tentatively
propose that the combination of triple-valence basis sets with
highly polarized functions and diffuse orbitals in heavy atoms
should be employed in the thiol−disulfide exchange.
Additionally, we have tested density functionals with

screened HF exchange terms or dispersion corrections for
three basis sets out of the 11 used. Density functionals with
screened HF exchange show no improvement relatively to pure

Table 4. Set of DFs, within the 1 kcal·mol−1 Error from the
Reference Value for the 6-311++G(2d,2p) Basis Seta

method/basis set ΔEPES depth (kcal·mol
−1)

CCSD(T)/CBS −1.82
DF Exc [ρ] % Ex

HF error

OVWN5 GGA −0.21
OPL GGA −0.27
OVWN GGA −0.48
M11-L m-GGA −0.05
mPW1K h-GGA 42.80 0.14
mPW1N h-GGA 40.60 −0.23
BMK hm-GGA 42.00 0.11
M06-2X hm-GGA 54.00 −0.29
BB1K hm-GGA 42.00 0.46
mPWB1K hm-GGA 44.00 0.57
mPWKCIS1K hm-GGA 41.00 0.95
MN12-L m-NGA 0.43
MN12-SX hm-NGA 25.00/−b 0.02

aThe DFs are displayed by exchange correlation energy (Exc)
approximation and increasing error. bScreened HF exchange at
short- and long-range.
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DFs, as can be seen in Figure 7. Contrary to pure DFs, which

underestimate the reference activation energy, we observe that

the activation energy is constantly overestimated over the

CCSD(T)/CBS energy, except for M11-L, in which deviations

are the same from the pure DF. Out of all the screened HF
exchange functionals, CAM-B3LYP performs best with a MUE
of 1.42 kcal·mol−1.
We used dispersion corrections for 23 DFs available in

Gaussian 09, with published dispersion parameters. For most
cases, the dispersion correction does not improve the DF
performance in our 15 atom model system, as can be seen in
Table 5. The CAM-B3LYP and BHandHLYP functionals are

Figure 6. Effect of splitting, polarization, and diffuse functions in the DF energies. The bars represent the energy determined with the smaller basis
set and the arrows show the mean basis set truncation error obtained with larger basis sets in relation to the smaller basis set. The green region marks
the limiting error of 1.00 kcal·mol−1.

Figure 7. Signed error for the range separated version for a set of pure
DFs from the study of the activation energy. The results are presented
for the 6-311++G(2d,2p) basis set.

Table 5. MSE in the Activation Energy for Dispersion
Corrected DFs Using the 6-311++G(2d,2p) Basis Set

dispersion corrections

DFs no dispersion corrections D3 D3-BJ

PBE −6.74 −6.81 −7.50
TPSS −6.38 −6.44 −7.36
BLYP −5.04 −5.04 −6.88
B97 −4.25 −5.76
B3LYP −2.31 −2.40 −3.85
B2PLYP −2.58 −2.61 −3.36
BP86 −6.71 −6.75 −8.25
BPBE −6.36 −6.37 −8.09
mPWLYP −5.39 −5.47 −6.16
TPSSh −4.87 −4.95 −5.76
OPBE −4.67 −7.52
OLYP −2.43 −3.64 −6.59
B3PW91 −3.27 −3.34 −4.73
PBE1PBE −2.98 −3.05 −3.64
M06 −2.12 −2.16 −0.28
B1B95 −1.81 −1.83 −3.26
M06-L −1.26 −1.25 −1.69
BMK 0.11 0.08 −1.22
mPWB1K 0.57 0.56 −0.01
CAM-B3LYP 1.42 1.38 0.79
BHandHLYP 2.84 2.79 1.47
LC-ωPBE 4.50 4.45 3.75
B2GPPLYP −1.73 −1.74 −2.63
DSD-BLYP −2.01 −2.02 −3.02
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relevantly improved by the addition of Grimme’s corrections
with Becke−Johnson damping, with MSE of 0.79 kcal·mol−1

and 1.47 kcal·mol−1.
Despite no significant improvement is observed by employ-

ing both screened-exchange or dispersion corrections, we
emphasize that our system under study is a small representative
model and that for larger systems these corrections might be
significant, even though past evidence is on our side.6,112−114

Overall, the BMK121 and M06-2X162 DFs show a good
performance toward our CCSD(T)/CBS energies and are
widely validated as good candidates for very good energy
calculations in several other recent benchmark stud-
ies.41−43,46,49,50 The MN12-SX functional also shows overall
good performance and should be considered as a proper
candidate in this type of calculations.
DFT Performance in the Thiol−Disulfide Exchange

Reaction. The final section of the paper presents an overall
discussion of the DFs most suited to perform calculations for
the thiol−disulfide exchange reaction. A quest for a density
functional that may describe both thermodynamics and
structure of a system is, ultimately, desired. Our benchmarking
indicates that there is a clear prevalence of meta- or hybrid-
density functionals with 40−50% HF exchange that perform
best for our designed thiol−disulfide exchange model. The
mPWB1K, mPW1N, mPW1K, and BB1K density functionals
can be considered as good candidates to conduct calculations
for this reaction; even though they were not the best candidates
to reproduce the geometry of our 15 atom model, they are the
most accurate to provide thermodynamics for thiol−disulfide
exchange. Despite that M11-L, MN12-SX, and M06-2X show
good results in all properties benchmarked in this study, they
were not the best candidates to determine the PES for this
model reaction.

■ CONCLUSIONS
Our study provides insight on the performance of a set of 92
density functionals characterizing thiol−disulfide exchange.
This class of reactions is very important in biochemistry;
therefore, the benchmarking of important thermodynamic and
kinetic properties will allow for more accurate computational
studies in large systems.
As found in other benchmarking studies, we have opted to

design a small model (15 atoms) and use computationally
demanding post-HF methodsMP2 and CCSD(T)with
correlation consistent basis sets (aug-cc-pVXZ, X = 2, 3, 4).
These calculations provided us with accurate reference values,
from the CBS extrapolation method of Varandas, which was
employed to benchmark our set of density functionals.
Regarding the molecular geometry, several functionals

reproduced well the geometry of the 15 atoms model. In
particular M11-L, M06-2X, M06-HF, N12-SX, PBE1PBE,
PBEh1PBE, and OHSE2PBE functionals produced geometries
similar to MP2/aug-cc-pVTZ, with both the 6-31G(d) and the
6-31+G(d) basis sets. The hh-GGAs show very different results
for both basis sets and were unable to reproduce the reference
MP2/aug-cc-pVTZ geometry for the 6-31+G(d) basis set.
Additionally, we highlight the less accurate performance of
range-separated density functionals, in particular, for LC-ωPBE.
We selected 29 density functionals to reproduce the

CCSD(T)/CBS PES along the reaction coordinate; our
observations led us to conclude that no DF accurately
reproduces both the energy and energy gradient of the Snuc−
Sctr attack. Nevertheless, h-GGA functionals showed the best

performance, in particular, for BHandH, mPW1N, mPW1K,
and mPWB1K. DFs using 40−50% HF exchange result in an
error for the reaction energy and PES in vacuum, often lower
than 1.00 kcal·mol−1.
We tested 11 different basis sets6-31+G(d,p), 6-31+G-

(2d,2p), 6-311G(d,p), 6-311G(2d,2p), 6-311G(2df,2p), 6-
311G(2df,2pd) 6-311+G(df,p), 6-311+G(2d,2p), 6-311++G-
(df,p), 6-311++G(2d,2p), and TZVPto evaluate the effect of
the basis set in density functional performance toward the
activation energy of thiol−disulfide exchange. Diffuse functions
in heavy atoms may lead to a decrease of 0.10 kcal·mol−1 in
relative activation energies for the reaction. The split-valence
has a higher influence in the relative energy predicted, since the
comparison between double and triple-split valences may lead
to differences in relative energies of about 1.00 kcal·mol−1. As
polarization functions are added to make the basis set more
complete, relative activation energies from DFT calculations
increase. While in the m-GGA set of density functionals these
increments seem to provide more predictable differences, in
most remaining cases the addition of f and p sets of functions to
heavy atoms and hydrogens is more pronounced than the
increasing of the d and p sets of functions. Overall, the M06-2X
and BMK functionals provide the most accurate results against
our CCSD(T)/CBS activation energies. The M11-L and
MN12-SX functionals showed activation barriers with errors
lower than 0.10 kcal·mol−1 from the CCSD(T)/CBS energies,
for the typical 6-311++G(2d,2p) basis set (with MUEs of 0.05
and 0.02 kcal·mol−1, respectively). The calculations we
performed for range separated and dispersion corrected
functionals show no improvement, for all the functionals,
except for the CAM-B3LYP functional, in which the MUE
lowers from 1.42 kcal·mol−1 to 0.79 kcal·mol−1, with the Becke-
Johnson damping. Dispersion in larger systems may be
important but it will not be due to the thiol−disulfide exchange
reaction itself. Instead, it will emanate from the many different
molecular skeletons to which the thiols may be connected. This
would be a problem of benchmarking intermolecular
interactions, and not thiol−disulfide exchange. Therefore, we
believe it is appropriate to say that dispersion does not have a
meaningful role in the thiol−disulfide exchange reaction. Such
corrections may turn out to be significant to accurately describe
thermodynamic properties, among others, in larger systems.
Despite the fact that the B3LYP functional does not show a
good performance for any of the benchmarked properties, it
shows a consistent average performance throughout the spectra
of properties we have tested in our study.
Considering all aspects of the thiol−disulfide exchange

reaction (geometry, PES, and activation energy) the mPWB1K,
mPW1N, mPW1K, and BB1K density functionals are better
suited to perform calculations for this reaction.
We believe that our current study shows a good systematic

approach toward the benchmarking of specific chemical
interactions that will hopefully prove to be useful in future
computational studies concerning thiol−disulfide exchange
reactions in complex systems.
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and CCSD(T) levels of theory. CBS extrapolation schemes
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the 92 DFs for the 6-311G++g(2d,2p) basis set. Single-point
calculations for the basis set 6-31+G(d,p), 6-31+G(2d,2p), 6-
311G(d,p), 6-311G(2d,2p), 6-311G(2df,p), 6-311G(2df,2pd),
6-311+G(df,p), 6-311++G(df,p), 6-311+G(2d,2p), 6-311++G-
(2d,2p), TZVP. Comparison of the relative energies for the 11
basis sets studies. MSE for the different integration grids for the
basis set 6-311G(2df,2p), 6-311++G(df,p), and 6-311++G-
(2d,2p). MSE for the range separated version of a set of GGAs,
for the basis set 6-311G(2df,2p), 6-311++G(df,p), and 6-311+
+G(2d,2p). MSE for the dispersion corrected DFs, for the basis
set 6-311G(2df,2p), 6-311++G(df,p), and 6-311++G(2d,2p).
Benchmark of optimization calculations for the 6-31G(d,p) and
6-31+G(d,p) basis set relative to the MP2/aug-cc-pVDZ
optimized structure. MUE for the five equidistant steps in the
S−S PES for the set of 30 DFs. This material is available free of
charge via the Internet at http://pubs.acs.org/.
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