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Excited states of molecular and crystalline acetylene: application of TDHF and
BSE via density fitting methods
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ABSTRACT
Low-lying states in small, multiply bonded hydrocarbonmolecules may be divided into valence and
Rydberg excitations. Excited states of the cubic phase of the acetylene molecular crystal are calcu-
lated using the time-dependent Hartree–Fock (TDHF) method. TDHF and Bethe–Salpeter equation
(BSE) calculations are performed on molecular C2H2 in order to interpret these excited states. Com-
putationally inexpensive TDHF and BSE methods are compared to previous CASPT2, MRCI and
EOM-CCSD calculations and experiment. Localised, lowest energy excited states in the C2H2 molecu-
lar crystal mirror those in the gas phase. In the next lowest excitations the electron and hole separate
over oneor two shells ofmolecular neighbours. A density fittingmethod for calculating theCoulomb
matrix elements which arise in time-dependent Hartree Fock theory (TDHF) in periodic systems is
implemented in the Exciton code and described briefly.
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1. Introduction

Condensed organic phases have applications as light
emitters and absorbers as organic light-emitting diodes
and as photovoltaicmaterials andmany questions remain
regarding their excited states and charge transfer pro-
cesses [1,2]. Excited states of small organic molecules
such as C2H2 have been studied extensively in the gas
phase, both by experiment [3–6] and high-level quan-
tum chemistry methods [7–10]. Interest stems partly
from the importance of C2H2 in astrophysics [5,6]. Here
we report time-dependent Hartree–Fock (TDHF) and
GW/Bethe–Salpeter equation (BSE) calculations [11–13]
onmolecularC2H2 andTDHFcalculations in theTamm-
Dancoff approximation (TDA) on the cubic phase of the
C2H2 molecular crystal [14]. This herringbone phase has
4 formula units per cell, space group Pa3 (No. 205) and
an experimental lattice constant of 6.105Å. Extensive
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benchmarking has been done for the BSEmethod applied
to small organic molecules [15–17].

Excitations of C2H2 below the ionisation thresh-
old of 11.40 eV [18] consist of valence and Rydberg
states. Valence excitations of C2H2 have cis- or trans-
bent minimum energy configurations [19] which lie 1
or 2 eV below the vertical excitation energies from the
ground state. Rydberg states in molecules require exten-
sive diffuse functions in a local orbital basis set. Here we
compare inexpensive TDHF and BSE calculations which
used TZVPPD basis sets [20–22] with limited diffuse
functions to more accurate but computationally expen-
sive CASPT2 [7], CMRCI+Q [9] and EOM-CCSD [10]
calculations which used extensive valence and diffuse
basis sets.

Results of these calculations are also compared to
TDHF-TDA calculations on the C2H2 molecular crystal.

© 2020 Informa UK Limited, trading as Taylor & Francis Group
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Inclusion of diffuse Gaussian type orbitals (GTO) in
Hartree–Fock (HF) calculations on systemswith periodic
boundary conditions is limited by potential linear depen-
dence of the basis set and divergence of the exchange part
of the SCF Hamiltonian. The former arises from strong
overlap of diffuse functions on neighbouring atoms and
the latter from the q→ 0 singularity of the HF exchange
potential in periodic systems. Amodified TZVPPD basis
for C and H was used in these calculations. Omission of
diffuse GTO with exponents less than 0.1 a−2o is amelio-
rated by basis sets on adjacent atoms. In order to ascertain
the effect of omission of diffuse functions on the exci-
tation spectrum of molecular C2H2, calculations were
performed using the TZVPPD basis and the modified
TZVPPD basis for both a single molecule in free space
and a molecule in a large box with periodic boundary
conditions.

All calculations in this work were done using the Exci-
ton code [23,24]. The GW and BSE/TDHF calculations
reported below each require less than 4CPU seconds on a
single core for an active space containing 3 valence states
and 44 virtual states in the full TZVPPD basis, includ-
ing integral generation andHamiltonian diagonalisation.
Integrals in the GW self-energy and A and Bmatrices in
TDHF and BSE calculations are generated using a density
fitting method, which is described below.

1.1. Overview of experimental and theoretical
results

The original observation of the VUV absorption spec-
trum of C2H2 was made by Price in 1935 [25]. A high
resolution (e, e) dipole spectroscopy study by Cooper
et al. [3] includes a summary of experimental work to
1995 and reports oscillator strengths for the Ã← X̃, B̃←
X̃ and Ẽ← X̃ bands as well as four Rydberg excitations
denotedR toR′′′. Oscillator strengths for these transitions
have been revisited more recently via synchrotron VUV
absorption [5] and high energy electron scattering [6].

Potential energy surfaces of valence excitations of
C2H2 have been investigated using CI methods by
Perić and coworkers [26–28]. Malsch and coworkers [7]
reported CASSCF and CASPT2 calculations of verti-
cal excitations of singlet and triplet Rydberg states in
C2H2 as well as geometries of singlet and triplet valence
excited states. Outer-valence Green functions (OVGF)
and equation-of-motion coupled cluster (EOM-CCSD)
with specially constructed basis sets have been carried
out to predict Rydberg excitation energies of acety-
lene with principal quantum numbers up to n = 11
by Zyubin and Mebel [8]. Laruelle and coworkers [9]
reported contracted multireference CI with quadruples
corrections (CMRCI+Q) on C2H2, including over 20

different excited states. Recent EOM-CCSD calculations
by Watanabe and Takahashi [10] find good agreement
with these last two works for nine valence and Rydberg
excitations.

Excitations are divided into ‘valence’ and ‘Rydberg’
excitations in which the excited state is either cis- or
trans-bent or linear. TheC2H2 molecular ion is linear and
hence Rydberg excitations can also be expected to have
linear molecular configurations. Malsch and coworkers
[7] and Laruelle and coworkers [9] calculated poten-
tial energy curves for the valence excitations and found
adiabatic excitation energies for the cis-bent S1 state of
5.55 eV (CASPT2) and 5.14 eV (CASPT2) for the trans-
bent state. Here we consider only vertical excitations
from the HF equilibrium geometry and the experimental
geometry of the C2H2 molecular crystal.

2. Theoretical background

2.1. TDHF andGW/BSE approach

The TDHF and BSE equations are usually expressed as
the following generalised eigenvalue problem,(

A B
−B∗ −A∗

) (
X
Y

)
= �

(
X
Y

)
. (1)

Matrix elements for both TDHF and BSE for molecules
with occupied orbitals, i, j, and virtual orbitals, a, b, are
summarised in Table 1, where both A and B blocks of the
matrix are given in chemists notation so that,

(ai|jb) =
(
φ∗a (r)φi(r)|φ∗j (r′)φb(r

′)
)
. (2)

Note that the TDA amounts to setting the B blocks to
zero. A and B blocks in TDHF and BSE differ in that
two terms in BSE employ a screened Coulomb poten-
tial, W0(0), while all matrix elements in TDHF employ
the unscreened Coulomb potential. The former is indi-
cated by |W0(0)| and the latter by | in Table 1. In TDHF
for periodic systems with occupied states, vk, v′k + q,
and conduction states, ck, c′k + q, at wave vectors k and
k + q, the Acvk,c′v′k+q matrix elements are replaced by
electron-hole hopping (ring diagram) matrix elements,

2
(
�∗ck(r)�vk(r)|�∗v′k+q(r′)�c′k+q(r

′)
)
, (3)

and electron-hole attraction (ladder diagram) matrix
elements,

−
(
�∗ck(r)�c′k+q(r)|�∗v′k+q(r′)�vk(r

′)
)
. (4)

In a GW/BSE calculation the single-particle energy
differences are quasi-particle energy differences in which
the HF energy differences are shifted by matrix elements



MOLECULAR PHYSICS 3

Table 1. Table of matrix elements of A and B blocks of
Equation (1) for TDHF and BSE approximations for a spin singlet
molecule. Factors of two arise from summation over spin, tildes
on energy eigenvalues for BSE indicate G0W0@HF eigenvalues
andW0(0) is the static, screened Coulomb interaction.

Method Matrix block Matrix elements

TDHF Aai,bj (εa − εi)δabδij + 2 (ai|jb)− (ab|ji)
Bai,bj 2 (ai|bj)− (aj|bi)

BSE Aai,bj (̃εa − ε̃i)δabδij + 2 (ai|jb)− (ab|W(0)|ji)
Bai,bj 2 (ai|bj)− (aj|W(0)|bi)

of the dynamic part of the random phase approxima-
tion (RPA) self-energy [24]. In a TDHF calculation the
single-particle energy differences are HF energy eigen-
value differences.

2.2. Coulombmatrix elements via density fitting

Density fitting (DF) is a long-established technique in
both finite [29–31] and periodic systems [32–38]. We
briefly describe aDFmethod for computing theCoulomb
matrix elements over Bloch functions or molecular
orbitals in Equations (3) and (4). Computation of these
matrix elements consumes a large fraction of the time
required in a BSEorTDHFcalculation formolecular and,
especially, periodic systems.When a local orbital basis set
is used for DF in a periodic system, methods capable of
treating the long-range nature of the Coulomb interac-
tion between local orbital basis functions are essential.
Summing interactions in real space is not viable owing
to the long-range character of the Coulomb interaction.
Here an Ewald approach is outlined which is described in
more detail elsewhere [39].

Wave functions �vk(r) and �ck+q(r) are valence and
conduction band states at wave vectors k and k + q.
Bloch functions are expanded as linear combinations of
phase-modulated local orbitals, φm(r− R), in the unit
cell with lattice translation vector, R, as crystal orbitals
(CO) with wave vector, k,

�vk(r) =
∑
m,R

dvkm φm(r− R)eik.R. (5)

Expansion of Bloch function products in Equations (3)
and (4) leads to products of CO basis functions,

ρ
q
mn(r) =

∑
A,B

φ∗m(r− A)φn(r− B)e−ik.A+i(k+q).B. (6)

An auxiliary fitting basis of the form,

χ
q
α(r) =

∑
R

χα(r− R)eiq.R, (7)

is used to expand CO basis function products in
Equation (6). This is generally a much more extensive

Gaussian orbital basis set than the CO basis used to
expand Bloch functions in Equation (5). Four centre
Coulomb integrals over Bloch functions in Equations (3)
and (4) require evaluation of integrals of the form,

∫
dr dr′

ρ
q
mn(r)ρ

q∗
rs (r′)

|r− r′| .

When a Coulomb metric is used in fitting these integrals
the quantity,

〈
ρ
q
mn(r)− cqαχ

q
α (r)|ρ∗qrs (r′)− c∗qβ χ

∗q
β (r′)

〉
, (8)

is minimised. The coefficients, cqα , which minimise this
error are given by [39],

cqαV
q
αβ = Vq

mnβ . (9)

The quantities Vq
αβ and Vq

mnβ are defined by,

Vq
αβ =

∑
A

∫
dr dr′

χα(r)χ∗β(r′)
|r− r′ − A|e

−iq.A (10)

and,

Vq
mnβ =

∑
B,C

∫
dr dr′

×
φ∗m(r)φn(r− C)χ∗β(r′)
|r− r′ − B| ei(k+q).Ce−iq.B. (11)

Substitution of the expansion of the density, ρ
q
mn(r) ≈

cqαχ
q
α(r), into the desired four centre integral yields,

∫
dr dr′

ρ
q
mn(r)ρ

q∗
rs (r′)

|r− r′| ≈ cqα
∫

dr dr′
χ
q
α(r)ρ∗qrs (r′)
|r− r′| .

(12)
Together with the expansion coefficients from Equation
(9),

cqα = Vq
mnβV

q−1
βα , (13)

this yields,

∫
dr dr′

ρ
q
mn(r)ρ

q∗
rs (r′)

|r− r′| ≈ Vq
mnβV

q−1
βα Vq∗

βrs, (14)

where Vq−1
αβ is the matrix inverse of Vq

αβ . The inte-
grals in Equations (10) and (11) are lattice modulated
Ewald sums and are evaluated using standard Ewald
methods [39].
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3. Results

In this section, TDHF and BSE calculations for free
molecules, with andwithout the TDA approximation, are
compared to previous CASPT2 [7], CMRCI-Q [9] and
EOM-CCSD [10] calculations. The latter all used exten-
sive diffuse basis sets capable of capturing several prin-
cipal quantum numbers of Rydberg states. The TZVPPD
basis sets used in this work contain a more limited set
of diffuse functions, yet energies of low-lying states from
TDHF andBSE agreewell with themore expensivemeth-
ods listed. For small molecules such as C2H2, level shifts
due to screening in GW and BSE calculations are small
and BSE and TDHF calculations of dipole susceptibilities
generally agree well [24].

At present, only TDHF-TDA calculations on periodic
systems are possible within the Exciton code [39], while
TDHF and BSE calculations (using both A and B matri-
ces in Equation (1)) are possible within the molecular
version of the code [24]. As noted above, diffuse GTO
basis functions cause numerical problems in periodic
SCF calculations. Hence a modified basis with the most
diffuse basis functions removed1 was used in calcula-
tions on the C2H2 molecular crystal. Results of TDHF-
TDAmolecule-in-a-box calculations, with a single C2H2
molecule in a 15× 15× 15Å3 unit cell repeated period-
ically in space, are compared to free molecule calcula-
tions using the full TZVPPD basis sets for C and H and
the modified TZVPPD basis sets used for the molecular
crystal, to determine the effect of the reduced basis on
molecular excitation energies. The box in these calcula-
tions is large enough to avoid numerical problems asso-
ciated with diffuse functions when it contains only one
molecule. Themolecular crystal environment is different,
of course, sincemolecules aremuchmore densely packed
and the space around a molecule is partly expanded
by basis functions on neighbouring molecules. Thus far
GTObasis sets for periodic calculations aremainly deter-
mined using a variational approach in which the most
diffuse GTO exponents are adjusted tominimise the total
energy in SCF calculations, while rejecting exponents
below 0.1 a−2o [40]. Amore systematic approach to select-
ing basis sets optimised for excited state calculations is
desirable.

3.1. Molecular excitations

Low-lying excitations of C2H2 are comprised of tran-
sitions from the πu HOMO level. Singlet excited states
which arise from direct products of these orbitals with
virtual states of various symmetries and their optical
activities are given in Table 2.

Single-particle energy levels for HF and GW calcula-
tions on single molecules and for HF calculations in a

Table 2. Direct products of theπu HOMO levels in C2H2 with low-
lying virtual levels under D2h point symmetry and their associated
excited state term symbols and dipole activity.

Transition Singlet excited states Dipole activity

πu ⊗σg* 1u (x, y)
πu ⊗σu* 1g 0
πu ⊗πg* 1�+u ⊕1�−u ⊕1�u z, 0, 0
πu ⊗πu* 1�−g ⊕1�+g ⊕1�g 0, 0, 0
πu ⊗δg* 1�u 0

Table 3. Single-particle energy levels in eV from HF and GW cal-
culations on C2H2.

Level HFa,c HFb,c GWb,c HFa,d HFb,d

2σu −20.79 −20.85 −19.69 −20.73 −20.79
3σg −18.55 −18.61 −17.58 −18.49 −18.55
1πu −11.26 −11.32 −11.37 −11.16 −11.22
4σg 2.69 2.00 1.82 5.90 4.27
3σu 3.60 2.47 2.26 6.13 4.63
1πg 4.26 3.99 3.54 5.25 5.18
5σg 5.22 4.18 3.94 9.14 8.23
4σu 8.75 5.82 5.58 12.47 11.10

Notes: Data presented in the first three columns are for single molecules in
free space. Data presented in the last two columns are for periodic arrays of

single molecules in 15× 15× 15 Å
3
unit cells. HF single-particle levels are

compared using a full TZVPPD basis or the modified TZVPPD basis used for
calculations on the C2H2 molecular crystal.

a Molecule in box.
b Single molecule.
c TZVPPD.
d Mod. TZVPPD.

cubic unit cell of side 15Å(molecule-in-box), repeated
periodically are given in Table 3. Occupied state HF lev-
els are shifted upwards by 0.06 –0.10 eV on going from
the TZVPPD basis to the modified basis or from free
molecule to periodic calculation. Virtual state levels are
affected to a larger extent, for example, the 4σg level
is shifted upwards by 0.69 eV on going from the free
molecule to the molecule with periodic boundary condi-
tions and by 2.27 eV in the free molecule on going from
the TZVPPD basis to the modified basis (Table 3).

GW quasiparticle corrections to HF single-particle
levels in the freemolecule are small. Occupiedσ levels are
shifted upwards, while there is a small downwards shift
of the πu level. There is therefore excellent agreement
between the experimental ionisation potential (11.40 eV
[18]) and this level for both HF and GW (11.32 and
11.37 eV, respectively). An electron scattering study on
C2H2 found a π∗ resonance at 2.6 eV [41], which com-
pares to 1πg virtual state HF and GW levels at 3.99 and
3.54 eV.

Vertical excitation energies for TDHF and BSE cal-
culations for the free C2H2 molecule, with and without
the TDA, are compared to CASPT2, CMRCI+Q and
EOM-CCSD calculations in Table 4. The HF equilibrium
geometry for the TZVPPD basis is rCC = 1.180Åand
rCH = 1.055Å. This compares to rCC = 1.210Å, rCH
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Table 4. Vertical excitation energies from the C2H2 ground state in eV.

Term Orbital TDHF TDHF-TDA BSE BSE-TDA CASPT2a CMRCI+Qb EOM-CCSDc

11�−u πg 6.35 6.68 6.65 6.94 7.07 – 7.12
11�u πg 6.86 7.02 7.13 7.27 7.40 – 7.44
11u σg 8.51 8.52 8.45 8.47 8.30 8.25 8.31
11g σu 9.16 9.16 9.05 9.06 8.60 8.67 8.70
21u σg 10.14 10.17 10.09 10.11 9.55 9.52 9.53
11�+u πg 10.59 11.07 10.39 10.77 9.65 9.65 9.69
11�g πu 11.64 11.65 11.53 11.54 8.96 9.08 9.15
11�−g πu 11.64 11.67 11.53 11.56 8.92 9.16
21g σu 12.04 12.07 11.94 11.96 10.17
11�u δg 12.52 12.53 12.49 12.50 9.93 9.97
11�+g πu 12.69 12.80 12.47 12.57 9.06 9.24 9.36

Notes: TDHF and BSE calculations in this work were performed at the ground state HF equilibrium geometry using TZVPPD basis sets. The column labelled orbital
gives the character of the excited orbital in each excited state.

a Ref.[7].
b Ref.[9].
c Ref.[10].

= 1.065Åin a CMRCI+Q with a VTZ+Ryd basis [9],
rCC = 1.211Å, rCH = 1.061Åin a HF+MP2 calcula-
tion with a ccp-VTZ basis [10], rCC = 1.217Å, rCH =
1.066Åin a CASPT2 calculation [7] and rCC = 1.203Å,
rCH = 1.062Åin experiment [42].

The 11�−u lowest vertical excitation energy is pre-
dicted to lie between 6.3 and 6.9 eV by TDHF and BSE
methods and at 7.1 eV by CASPT2 and EOM-CCSD
(Table 4). For most excited states listed in Table 4, the
TDAmakes only a small difference to BSE or TDHF ener-
gies. Notable exceptions are the 1�−u and 1�+u states,
where removing the TDA results in a lowering of the
TDHF-TDA excited state energy by 0.33 and 0.48 eV,
respectively, and by similar amounts on removing the
TDA in BSE-TDA calculations. In both cases, the orbitals
towhich the excited electron is transferred areπg orbitals.
The TDA has much less effect when excitation is to σu
or σg orbitals in the 1u or 1g states. TDHF and BSE
energies for the 11�u state are up to 0.5 eV below the
predicted CASPT2 and EOM-CCSD energies. For higher
excited states the TDHF and BSE excitation energies are
higher than the more accurate CI and CCSD methods.
However, in the C2H2 molecular crystal the focus will be
on these low energy excitations.

3.2. Molecular versusmolecule-in-box excitations

In order to draw comparisons between calculations on
the free molecule and in the condensed phase, calcula-
tions were performed on single C2H2 molecules in large,
cubic unit cells with lattice constant 15Å. It should be
noted that Coulomb and exchange integrals in TDHF or
BSEmethods in Exciton [24,39] are computed in entirely
different ways in free molecule versus periodic calcula-
tions. In the former, the Coulomb interaction is in real
space and in the latter it is handled as an Ewald poten-
tial. TDHF-TDA excitation energies for C2H2 as free

Table 5. TDHF-TDA excitation energies in eV from single
molecule and molecule-in-box calculations using the TZVPPD
and modified TZVPPD bases.

Term Mol.a Mol-in-boxa Mol.b Mol-in-boxb

11�−u 6.68 6.67 6.75 6.85
11�u 7.02 7.02 7.12 7.21
11u 8.52 8.77 9.89 10.64
11g 9.16 9.70 10.25 11.05
21u 10.17 10.47 11.81 12.35
11�+u 11.07 11.31 12.44 12.51
11�g 11.65 11.95 14.31 14.46
11�−g 11.66 11.96 14.41 15.42
21g 12.06 12.54 14.38 14.67
a TZVPPD basis.
b modified TZVPPD basis (see endnote 1).

molecules or in large unit cells are compared in Table 5
in full TZVPPD andmodified TZVPPD bases.Molecule-
in-box excitation energies in Table 5 have been extrapo-
lated to infiniteq sampling density. The lowest two excita-
tion energies agree remarkably well. In the full TZVPPD
basis they agree to within 0.01 eV and in the modified
basis they agree to within 0.1 eV. Excitations below 12 eV
for the full TZVPPD basis for the free molecule and
the molecule-in-box calculations differ by up to 0.3 eV
and by more for the modified TZVPPD basis. The low-
est excitations are localised, molecular excitations with
zero dipole activity. Good agreement between the two
methods can therefore be expected in this case. Higher
excitations are to Rydberg like states. The basis of crystal
orbitals available for excitations of the molecule-in-box
is quite different from the entirely localised basis avail-
able for excitations of the free molecule in that case and
differences in excitation energies can be expected.

Optical absorption spectra from TDHF-TDA calcula-
tions are shown in Figure 1 for the optical field parallel or
perpendicular to the molecular axis. The single molecule
TZVPPD spectrum shown in Figure 1(e) corresponds
to excitation energies in the second column of Table 4.
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Figure 1(c) shows the calculation on a molecule with the
same basis but repeated periodically. The main features
of the optical response are similar in either case. Opti-
cal cross sections for free/periodically repeatedmolecules
were calculated using the length/velocity gauges. No cor-
rection was made for interaction between the molecular
transition dipoles in the molecule-in-box calculations.
There is an upward shift in excitation energies when the
modified TZVPPD basis is used (Figure 1(b,d)).

3.3. Condensed phase excitations

The HF band structure of C2H2 in the cubic phase using
atomic coordinates from experiment [14] is shown in
Figure 2. The figure shows the first complex of 16 con-
duction band states, comprised of four 4σg , four 3σu and
eight 1πg molecular virtual states. It also shows the eight
bands formed from molecular 1πu occupied states and
all bands ranging from 2σg up to 40 eV. In the molecular
crystalHF calculation at the� point of the Brillouin zone,
the 4σg and 3σu levels shift upwards by 2.2 eV, the 1πg
level shifts upwards by 1.1 eV and the 5σg and 4σu levels
shift upwards by several eV, relative to the free molecule.
The TDHF-TDA calculations reported here used the 2σu,
3πg , 1πu bands and all virtual bands up to 30 eV in the
active space.

The Th crystallographic point group of the Pa3 space
group to which the cubic phase of C2H2 belongs, has Ag ,
Eg , Tg , Au, Eu and Tu representations. The 14 lowest exci-
tation energies for the cubic phase of C2H2 are shown
in Table 6, together with their degeneracy (as T-triply,
E-doubly or A-singly degenerate) and their optical activ-
ity. The excited states are grouped as 12 low energy states
(including degeneracy factors) around 7.3 and 7.8 eV and
they split into 4 and 8 states at these energies. Only the
triply degenerate state at 7.77 is (weakly) optically active
in this energy range. This appears as a small feature in
the optical absorption spectrum in Figure 1(a). The next
optically active excitation is the strongest optical absorp-
tion predicted in the VUV energy range at 10.15 eV and
there is a weaker absorption at 10.40 eV.

Eigenvectors in TDHF-TDAor BSE-TDA calculations
(Equation (1)) are linear combinations of electron-hole
pair probability amplitudes,

�(1, 2) =
∑
i,a

Xiaφi(1)φ∗a (2), (15)

where Xia is an eigenvector component, φi(1) and φa(2)
are hole and electron wave functions, either Bloch func-
tions or molecular orbitals. Plots of electron probabil-
ity density for a fixed hole position reveal electron-hole

Figure 1. (Color online) Predicted optical absorption spectra for
molecular and crystalline C2H2. (a) Molecular crystal, (b), (c) single
molecule in unit cell 15× 15× 15 Å3 with TZVPPD or modified
TZVPPD basis, (d), (e) single molecule in free space with TZVPPD
ormodified TZVPPD basis. Solid blue and dotted red lines in (b) to
(e) indicate a transition dipole moment perpendicular or parallel
to the molecular axis, respectively. The intensity of the molecular
crystal absorption relative to the periodically repeated molecule
calculations has been adjusted for molecular density and
orientation.
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Figure 2. (Color online) Band structure of C2H2. (a) Complex of
first 16 virtual states with 4σg, 1πg and 5σu character. (b) 8 1πu
valence band states. (c) Valence band and virtual states ranging
from 2σg up to 40 eV.

correlations in excited states. The excited states in C2H2
investigated here all involve πu hole states which have
nodal planes along the molecular axis. In order to visu-
alise the electron probability density for C2H2, the fixed
hole position must therefore lie off the molecular axis.
Electron probability density plots for a hole fixed just off
the molecular axis and near the C atoms in the molecule
are shown for three excited states in Figure 3. The states
selected are the lowest excited state at 7.31 eV and states
at 7.75 and 12.26 eV. The first two are localised states in
which the electron and hole are confined to the same
molecule and the latter shows partial delocalisation of the
electron.

The plot for the state at 7.31 eV in Figure 3(a,b) shows
a π-like electron distribution about the bond axis. It is
entirely localised on thatmolecule and can be interpreted

Table 6. TDHF-TDA low energy excitation energies of the C2H2
molecular crystal in eV.

Degeneracy Energy Optical activity

T 7.31 N
A 7.32 N
E 7.75 N
T 7.76 N
T 7.77 Y
T 10.15 Y
E 10.21 N
T 10.40 Y
T 10.81 N
E 10.81 N
T 10.82 N
T 11.88 N
T 11.91 Y
E 11.96 N

Note: The degeneracy and optical activity of each state are also shown.

Figure 3. (Color online) Electron distributions in correlated
electron-hole pairs with holes located just off the molecular axis
in the central molecule. (a), (b) Localised state at 7.31 eV. (c),
(d) Localised state at 7.75 eV. (e), (f ) Partly delocalised state at
12.26 eV. Left panels: view along (001) axis, right panels: view
along (111) axis.

as a state derived from the molecular 11�−u state, where
it had energy 6.85 eV in the same basis in the molecule-
in-box calculation (Table 5). The plot for the state at
7.75 eV in Figure 3(c,d) shows a σ -like electron distribu-
tion about the bond axis. These results and the number of
states at each energy are consistent with linear combina-
tions of 1�u states for the group of states at 7.8 eV. Note
that neither the 11�−u nor 11�u states is dipole active in
the free molecule and that there is a weak optical acitivity
of the excitation at 7.77 eV.

Orbital angular momentum about the molecular axis
in axially symmetric molecules is quantised in units
of �, with quantum number �. Eigenfunctions of
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L̂z = l̂z(1)+ l̂z(2), where z is the molecular axis, which
are symmetric with respect to space coordinates and have
spin singlet total wave functions, have the forms,

�(1, 2)�=0 = 1√
2
(πux(1)πgx(2)+ πuy(1)πgy(2)),

(16)

�(1, 2)�=−2 = 1
2

[
(πux(1)πgx(2)− πuy(1)πgy(2))

− i(πux(1)πgy(2)+ πuy(1)πgx(2))
]
,

(17)

and

�(1, 2)�=+2 = 1
2

[
(πux(1)πgx(2)− πuy(1)πgy(2))

+ i(πux(1)πgy(2)+ πuy(1)πgx(2))
]
.

(18)

Here u, g and x, y refer to ungerade and gerade
πx and πy orbitals which are occupied and unoc-
cupied in the ground state. Coordinates (1) and (2)
refer to hole and particle coordinates in the excited
state. In the free molecular case, where wavefunc-
tions are restricted to being real, the configurations
which appear in the |�| = 2, 1�u state are the lin-
ear combinations 1√

2
(πux(1)πgx(2)− πuy(1)πgy(2)) and

1√
2
(πux(1)πgy(2)+ πuy(1)πgx(2)). Fixing the hole posi-

tion so that, for example, πux(1) = 0,πuy(1) 
= 0 in
Equation (16) results in a particle probability density
which is |πgy(2)|2 and a π-like probability distribution
is expected for localised states derived from the 1�−u
molecular state (Figure 3(a,b)). Similarly, fixing the hole
position so that πux(1) = 0,πuy(1) 
= 0 in Equation (16)
or (17) results in a particle probability distribution which
is |πgx(2)± iπgy(2)|2 and a cylindrically symmetric par-
ticle probability density is expected for localised states
derived from the 1�u molecular state (Figure 3(c,d)).
Since these are localised, essentially molecular excited
states, it is likely that their equilibrium geometries are
bent, as in the free molecule [19].

A further group of six states exists between 10.15 and
10.82 eV. Among these, the triply degenerate states at
10.15 and 10.40 eV are optically active. The next two
excitations in the spectrum of excited states of the free
molecule are the 11u and 11g states. These states
are found at 10.64 and 11.05 eV (in the free molecule
using the modified TZVPPD basis). States of 1u sym-
metry are optically active in the free molecule. Unlike
the excitations around 7.3 and 7.8 eV, where the elec-
tron and hole are localised on the same molecule, in this
case and for higher energy excitations, the electron and
hole may separate by up to one or two shells of neigh-
bouring molecules. A plot of a non-degenerate electron

distribution in an excited state at 12.26 eV is shown in
Figure 3(e,f).

The character of low-lying excitations in organic
molecular crystals has been investigated previously using
BSE methods, especially polyacenes where there is the
possibility of hybrid internal Frenkel excitons and charge
transfer states [43–45]. In contrast, excitations in C2H2
are either entirely localised, in which case the carbon
triple bond is disrupted and the excited state equilibrium
geometry is bent with a carbon-carbon bond length typ-
ical of a carbon double bond, suggesting an open-shell
singlet diradical character for the excited state. The free
moleculeHF IP ofC2H2 in themodifiedTZVPPDbasis is
11.22 eV (Table 3). The distance between nearest neigh-
bour molecular centres is 4.3 Å. The Coulombic stabili-
sation of an electron and hole separated by this distance
is around 3.3 eV. Excited states with energies greater than
11.2–3.3 = 7.9 eV can therefore be expected to be at least
partly delocalised and are therefore of predominantly
charge transfer character.

4. Summary

TDHF and BSE calculations, with and without the
Tamm–Dancoff approximation, have been performed for
C2H2 and compared to CASPT2, CMRCI+Q and EOM-
CCSD calculations in the literature. Characters of excited
states were determined by inspecting excited state config-
urations in TDHF or BSE eigenvectors. Resulting excita-
tion energies are in reasonably good agreement with the
more accurate and expensive calculations noted. Results
of calculations for single molecules in free space and
molecule-in-box periodically repeated arrays are com-
pared for the TZVPPD and modified TZVPPD basis sets
used in this work. Finally, TDHF-TDA calculations are
performed for theC2H2 molecular crystal and low energy
excitations are analysed and compared to those of the
free molecule. Plots of correlated electron-hole probabil-
ity density show that the two lowest excitations in the
condensed phase resemble the two lowest 1�−u and 1�u
‘valence’ excitations of the free molecule.

Note

1. The TZVPPD C basis was modified by replacing the two
most diffuse s exponents by one exponent of 0.129, increas-
ing the most diffuse p exponent from 0.100 to 0.129
and removing the most diffuse d and f exponents. The
TZVPPD H basis was modified by removing the most
diffuse p exponent.
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