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Abstract
K-shell vacancy production in low-atomic-number (Z t = 17–29) solid targets
has been measured in collisions of highly charged carbon ions with energies of
1.5–6 MeV u−1. The K-shell ionization cross sections of Cl, K, Ti, Fe and Cu
are derived from the measured K x-ray cross sections. The present data-set has
been used to test the predictions of a theoretical model based on the local plasma
approximation (LPA). This theory takes into account the response of solid core
electrons working within the dielectric formalism. We find that this ab initio
ion–solid model gives very good agreement with the measured data for Fe and
Cu targets, while it tends to under-estimate the data for the most symmetric
collision systems studied here. We discuss the range of validity of the LPA in
terms of the symmetry parameter and the impact velocity. On the other hand,
a model based on the perturbed stationary state approximation, designed for
ion–atom collisions (ECPSSR) is found to give excellent agreement with the
measured data for all target elements over the whole energy range. All the
measured cross sections for different targets are found to follow a universal
scaling rule predicted by the ECPSSR.

1. Introduction

Studies on ionization of atoms by impact of charged particles provide a valuable insight into
the dynamics of ionic collisions with molecules, clusters, solids and surfaces in general. In
the case of highly charged heavy projectiles, the collision dynamics become more complicated
since the initial as well as the final states of target electrons are strongly distorted by the
projectile charge. The two-centre effect [1] is known to influence the ionization mechanisms,
even for simple collision systems involving multiply charged bare ions impinging on atomic
H or He targets at high velocities [2–6]. Since the pioneering work of Bates and Griffing in
the 1950s [7], there has been a lot of progress in the understanding of ion–atom ionization
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mechanisms. The ab initio continuum distorted wave calculations (CDW and CDW-EIS,
where EIS stands for eikonal initial state) [8] have been quite successful in describing two-
centre electron emission in the ionization of atomic hydrogen or helium (for which the electrons
are loosely bound) [2, 4, 9, 10]. However, in the case of ionization of strongly bound electrons
belonging to multi-electron targets (i.e. K ionization of Ar and Kr by heavy ions) CDW-EIS
fails to reproduce the total ionization cross sections [11, 12].

There are many studies on the total ionization of deeply bound electrons, and several
empirical scaling laws have been proposed [13, 14]. Some of the experimental results
on the inner-shell ionization can be found in various compilations [14–18] and in other
references [11, 12, 19–23].

Most of the theories, however, have been developed for collisions in which the target is
a single gas atom or molecule. Some of the commonly used models are not ab initio models
but are semi-empirical in nature. However, they are quite successful in reproducing many
experimental data for relatively complicated atoms, for which an exact and ab initio calculation
is extremely difficult. An example of this is the well known ECPSSR approximation [13].
This model is based on the perturbed stationary state (PSS) approximation, with modifications
introduced in the B1 approximation to account for the effects due to the polarization and
enhanced binding energy of the target electrons, Coulomb (C) deflection, energy loss (E)
and relativistic (R) wavefunctions in a semi-empirical manner. The successful description
of experimental data via an analytical expression makes the ECPSSR approximation very
convenient in evaluating K-shell ionization cross sections, although it is not an ab initio
calculation.

Additional complications arise if the collision system involves a solid target. In such
collision systems the solid-state effect, which arises from the large electron density fluctuation
and plasmon excitation, is known to influence the atomic collision processes, as evident from
many experimental results in the past [24–31]. Most of the studies on atomic collisions with
solids are related to the interaction of the ion with the free electron gas (FEG). However,
high-velocity experiments have shown that the target inner-shell electrons also contribute to
the dynamic screening and therefore these electrons should be considered in order to have a
complete picture of the dynamic screening of the ion [30, 32, 33]. One of the models for
dealing with core-electron polarization is the local plasma approximation (LPA). Details of
the LPA calculations can be found in [33, 34] and references therein (see below).

The present work is an attempt to test the validity of the LPA in the intermediate-velocity
range. The aim of this work is then to present new measurements of K-vacancy production
inside solids and to compare the data with two different theoretical approaches. On one side,
the ECPSSR, which belongs to binary collisional formalism, is used extensively in inner-shell
ionization, but it is not an ab initio theory. On the other side, the LPA is an ab initio model that
works within the dielectric formalism, introducing a collective description of the solid elec-
trons. A link between the binary collisional formalism and the dielectric formalism has been
developed by Miraglia and co-workers [31, 35], showing the relation between both descriptions.

2. LPA model and the range of its validity

The dielectric formalism, which is generally employed to deal with the FEG in describing the
interaction with the solid, has been extended to account for the inner-shell process by using
the LPA. In summary, this model assumes that:

(i) the bound electrons react to the external perturbation as free particles, which can be
described at each point of space �r as belonging to a FEG with a local Fermi velocity
kF(r) = [3π2n(r)]1/3, where n(r) is the electronic density;
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(ii) the corresponding dielectric function for the bound electrons is a spatial mean value of
the Lindhard dielectric function, ε(q, ω, n(r)) [36].

Though the LPA has been formulated to describe the core-electron response as a whole,
the present version allows us to consider the excitation of each shell separately (for instance, to
evaluate the K-shell ionization cross sections). The model describes the inner-shell electrons
as a FEG of inhomogeneous density. This approximation is expected to be valid for bound
electrons with orbital speeds smaller than the ion velocity (vp � ve). This high-velocity model
considers the action of the effective potential that is produced by the external charge, Zp, to
the first order of perturbation. Good agreement with the experimental data is found, even
for projectile velocities lower than this value [34]. The LPA calculations have been found to
reproduce the K-shell ionization cross sections extremely well for highly asymmetric collision
systems, such as Al, Si and Cu, by proton impact for velocities between 2 and 20 au [34]. On
the other hand, the model deviates substantially from the measured K-ionization cross sections
for more symmetric collision systems, such as highly charged oxygen ions colliding on Cl, K
and Ti in the intermediate-velocity range [37]. Since the applicability of the theoretical model
depends on the symmetry parameter (and hence the perturbation strength) of the collision
(SZ = Zp/Z t) we have now used highly charged carbon ions colliding on a set of low-Z t

targets in order to have a variation of SZ over a wide range (between 0.21 and 0.35). This,
combined with the low-to-intermediate velocity range (vp/ve � 1.0), provides the collision
systems which are highly non-perturbative for some of the targets used. These data, along with
the proton- and oxygen-induced K-ionization data,will help in exploring the applicability of the
model over a wide range of symmetry parameters and over a range of generalized perturbation
strengths (see below).

There have been many applications of this model, from the original proposal of Lindhard
and co-workers [38] to more recent calculations of the coupling of projectile orbitals by the
induced potential [33] or the contribution of deep bound electrons to the stopping power
and energy straggling [34, 39], all providing results in good agreement with experimental
measurements.

3. Experimental details and data analysis

A well collimated beam of carbon ions with energies between 24 and 85 MeV was provided
by the BARC–TIFR Pelletron facility at TIFR. The energy and charge state analysed ion
beam was made to pass through a post-acceleration foil stripper to obtain higher charge states,
and a switching magnet was used to select a particular charge state. The charge states of
the projectiles were 4+, 5+ and 6+. Targets of K, Cl (in the form of KCl), Ti, Fe and Cu
were prepared on 10 µg cm−2-thick C backing with thicknesses of 1.6, 1.6, 2.43, 0.58 and
1.9 µg cm−2, respectively. Such thin targets were chosen to ensure single-collision conditions.
The targets were mounted on a rotatable multiple target holder assembly. The K x-rays, which
arise due to the production of the target K-shell vacancy and its decay, were detected using
a Si(Li) detector of 30 mm2 in area and 3 mm in thickness mounted inside the vacuum at an
angle of 45◦ with respect to the beam direction. The detector was equipped with a Be window
of thickness 25 µ and a resolution of 165 eV at 6.9 keV. A silicon surface barrier detector
was mounted at 135◦ to detect the elastically scattered particles. This was used to measure
the target thickness in situ at lower energies than the Coulomb barrier for all target–projectile
combinations. The target chamber was electrically isolated from the beam line and the vacuum
pump in order to collect the charge on the entire chamber, which was used for normalization.
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Figure 1. The x-ray spectrum emitted from various targets in collision with 66 MeV C5+.

The data were collected on a CAMAC-based high-speed data acquisition system interfaced to
the PC.

Typical x-ray spectra at a beam energy of 66 MeV for each target are presented in figure 1.
For the case of Cu, Fe and Ti, the Kα and Kβ lines are well separated; for the case of K and
Cl, these lines are not well resolved. The spectra were analysed by using a multi-parameter
fitting program to obtain the peak position and intensity. The intensities were corrected for the
detector efficiency and transmission through the Be window. The K-ionization cross sections
were derived from the measured x-ray cross sections and the K-shell fluorescence yields, ωK.
The ωK values were taken from the tabulation by Krause [40] and were further corrected for
multiple ionization of the outer shells in the target. These corrections were estimated by using
the calculated data tables provided by Bhalla [41], the measured intensity ratios of the Kα and
Kβ lines, and the shifts in these x-ray energies (see table 1). The enhancements in the values of
ωK were found to be between 9 and 22% (table 1). The vacancy-production cross sections that
were derived for lower-charge states (i.e. with no K-shell vacancy, σ 0

KV) are found to be almost
independent of charge states and are taken as Coulomb ionization cross sections (σKI). The
derived cross sections are shown in table 1. The typical error is about 15–20% for ionization
cross sections, which includes the uncertainties in the target thickness, detector solid angles,
fluorescence yields, and counting statistics.
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Table 1. The ionization cross sections (σKI), energy shifts (�Eα and �Eβ ), intensity ratios, and
the enhancements in fluorescence yields.

Energy �Eα �Eβ σKI

Target (MeV) q+ (eV) (eV) Iβ/Iα ωK/ωo (kb)

Cl 30 4 35 66 0.094 1.13 278.7
40 4 30 50 0.123 1.13 332.6
50 4 25 25 0.120 1.13 371.4
66 6 20 30 0.116 1.05 398.2

K 30 4 35 96 0.132 1.13 124
40 4 30 71 0.137 1.13 185
48 5 25 60 0.17 1.13 233
50 4 25 55 0.139 1.13 206
60 5 25 55 0.183 1.13 220
66 6 20 45 0.147 1.13 225
72 5 15 35 0.142 1.05 173
84 6 15 30 0.195 1.05 207

Ti 30 4 35 96 0.132 1.123 45.62
40 4 30 79 0.130 1.115 72.8
50 4 25 55 0.136 1.070 89
66 5 20 45 0.131 1.070 115

Fe 40 4 35 100 0.142 17
48 5 30 90 0.152 26.15
60 5 25 75 0.135 31.81
72 5 20 60 0.151 41.18
84 6 20 65 0.131 49.62

Cu 24 4 45 95 0.179 1.11 1.56
30 4 40 100 0.168 1.11 2.96
40 4 35 80 0.155 1.11 6.37
48 5 30 80 0.155 1.11 10.27
50 4 25 70 0.155 1.11 10.45
60 5 35 70 0.149 1.11 13.59
66 5 30 55 0.153 1.11 18.85
72 5 20 60 0.165 1.05 17.69
84 6 20 60 0.152 1.05 23.29

4. Results and discussion

4.1. X-ray energy shifts

For the case of the heavy ion–atom interaction, the energies of the Kα and Kβ lines increase
from that of a singly ionized atom. This is due to the fact that there are multiple vacancies
in the L and M shells simultaneous with the K x-ray emission. The shifts depend on the
beam energies as well as the projectile’s atomic numbers, since the L-ionization cross sections
depend on these parameters. In figure 2 we display the beam-energy dependence of the energy
shifts of the Kα and Kβ lines. It may be seen (see the inset, also) that the energy shifts are
independent of the beam charge states (different data points at a given energy are for different
charge states). This behaviour is different to that for gaseous targets, for which the energy
shifts are known to be dependent on the charge states (see, for example, [11, 12]). For the case
of solid targets, as in the collision systems being considered, the charge state of the projectile
gets equilibrated within a few monolayers of the target. The uncertainties in the peak energies
of Kα and Kβ were approximately 10 and 20 eV, respectively. The shifts in the peak energies
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Figure 2. The energy shifts of the Kα and Kβ lines for (a) Cu, (b) Ti, (c) K and (d) Cl targets
in collision with carbon ions. The different data points (of the same symbol) at the same energy
correspond to different charge states of the projectile.

decrease as a function of beam energy (figure 2). This is expected, however, since the beam
velocities (10–17 au) are much higher than the M- and L-shell orbital velocities of the target
electrons.

4.2. K-ionization cross sections and comparison with the ECPSSR

Figure 3 shows the comparison of K-shell ionization cross sections with the ECPSSR model.
The model (solid curve) shows excellent agreement with the measured data over the whole
range of velocities and for all targets. In the case of H-like or bare ion projectiles, the vacancy
productions in the target K shells could also be due to K–K electron transfer from the target
K shell to the projectile K shell (since K–L transfer is negligibly small). The theoretical
calculation shown by the dash–dotted line includes the K–K transfer cross sections (σKK) based
on the PSS model of Lapicki and co-workers [43, 44], along with the ECPSSR predictions.
These calculations are shown for the data taken with H-like or bare ions. However, it is
worth mentioning that, for the present collision systems, we found that the K–K transfer cross
sections are only a small fraction of the K-ionization cross sections. For example, for the
case of the most asymmetric collision (i.e. C on Cu), σKK/σKI is only about 5–15% over the
whole energy range. For the case of the other extreme, i.e. for the most symmetric collision
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Figure 3. The K-shell ionization cross sections for different targets as a function of beam energy,
compared to the LPA and ECPSSR models (crosses joined by solid curves and solid curve,
respectively). The charge states of the carbon ions correspond to the zero vacancy in the K shell,
except in a few cases (see text and table 1) for which the H-like and bare ions were used. For these
charge states, the K–K transfer cross sections were calculated (see text) and added to the LPA (see
dash–dot–dot curve) and to the ECPSSR predictions (dash–dot curve).
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(C + K or C + Cl), this fraction was found to be 10–20%. At some energies (such as 66 MeV)
both the 5+ and 6+ charge states were used. In such cases the difference between these two cross
sections gave the σKK, and therefore the K-ionization cross sections could also be determined
(since σKI = σ 5+

KV − σKK). The ECPSSR—although semi-empirical rather than ab initio in
nature—reproduces the experimental data for the asymmetric collisions. The good agreement
with the experimental data displayed in figure 3 clearly indicates that, for the inner-shell
ionization, this ion–atom model is applicable for describing ion–solid collision experiments,
using the present collision parameters (provided that sufficiently thin targets are used in the
experiment, to ensure the single-collision condition).

4.2.1. Universally scaled cross sections. According to first-order perturbation theory, a
properly scaled K-shell ionization cross section can be expressed as a function of the scaled
velocity only and independently of the actual target projectile combination. It has been shown
in the past that, if the scaled cross sections for K-shell ionization are plotted as a function of
the scaled velocity parameter, then the different data-sets fall on a universal PWBA curve [14].
It has also been shown recently [46] that such a scaling rule holds good, approximately, even
for K-ionization cross sections for high-ZT elements for which the relativistic wavefunction
effects strongly influence the cross sections. In order to test the validity of these scaling laws,
we have plotted, in figures 4(a) and (b), the reduced cross sections as a function of the scaled
velocity for the cases of C and O projectiles, respectively. The figure 4(c) shows both data-sets
together. The scaled variables and the scaling procedure are defined in the literature [13]. All
the data points are found to follow the universal curve predicted by the ECPSSR model.

4.3. Comparison with the LPA

It can be seen in figure 3 that the ab initio LPA calculations (crosses joined by a line) agree
well with the data for the cases of Fe and Cu targets at high velocities, and even reasonably
well for a Ti target. But, for the low-Z t targets (i.e. K and Cl), the LPA clearly under-estimates
the data, even for high velocities. (The dash–double-dotted curve in the figure includes the
K–K transfer contributions—for H-like and bare ions—along with the LPA predictions for
ionization. The inclusion of the K–K transfer contribution improves the overall agreement
with the data.) A maximum deviation of about 20–45% is to be noticed for the lowest-Z t

target that was used (i.e. for Cl), for which the asymmetry parameter (SZ = Zp/Z t) is 0.35. It
may thus be predicted that the LPA works better for more asymmetric collision partners such
that SZ � 0.35, above which it starts deviating.

This limitation observed here was not found in previous applications of the LPA—such
as in stopping-power calculations of O ions with vp = 33 au in C targets or the mixing of
n = 3 states in Kr35+ with vp = 36 au in Cu targets [33]—since these were studied at very high
velocities. In the case of stopping power, energy straggling and K-ionization studies, the LPA
model again provides good agreement for protons on Al, Si and Cu targets (see figures 1–4
in [34] and the references therein for these experimental details). Such agreement manifests
the validity of the model for highly asymmetric collision systems (SZ ∼ being 1

13 for Al or
1

29 for Cu). In all these calculations the whole set of bound electrons is taken into account
instead of a single shell. This difference is important, because the FEG description given by
the LPA works better when the weakly bound electrons of the more populated L or M shells
are also considered [34, 37]. Very recent studies of K ionization for more symmetric collision
systems at intermediate velocities, such as 1.5–6.0 MeV u−1 O ions on K, Cl, Ti etc, have
clearly shown that the agreement with the LPA predictions was not so good. However, the
agreement with the LPA model is better for the carbon data than for the oxygen data [37].
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Figure 4. The universally scaled cross sections, according to the ECPSSR-predicted scaling law, as
a function of scaled velocity (see text) for all the targets using (a) a C projectile, (b) an O projectile,
(c) both the C and O projectiles.

The deviation of LPA calculations may be expected, since the impact velocities are mostly
lower than (or approximately the same as) the electron velocity of the K shell. In these cases,
the FEG approximation is supposed to fail. Two remarks must be made about the use of the LPA
in K-ionization cross sections. First, the LPA calculations do not use any adjusting parameter
related to the experiment, only the hard Hartree–Fock description of the target atoms. Second,
a collective description of two strongly bound electrons involves using the approximation under
the worst conditions. Moreover, the goal of this model is the simplicity of the description and
fast calculations.

4.3.1. LPA and the generalized perturbation strength. The low-energy limit is again related to
the symmetry parameter SZ . For instance, LPA calculations for K-shell ionization of Al and Cu
by proton impact reproduce the experimental data even for energies around 100 keV [34]. This
relation between symmetry and impact velocities can be expressed in terms of the generalized
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Figure 5. The ratio of the experimental cross sections to the LPA predictions as a function of
generalized perturbation strength, Sp, for C and O ions [37] at 4 MeV u−1.

perturbation strength Sp = Zp/(vp Z t) that was proposed by Tiwari et al [42]. To compare
the deviations of the LPA predictions (σ LPA

KI ) from the experimental data (σ EXP
KI ), we plot the

ratio, σ LPA
KI /σ EXP

KI , as a function of Sp at 4 MeV u−1 (see figure 5). The data for oxygen ions
on different targets are taken from our recent work [37]. It can be clearly seen that the ratio is
nearly one for the lowest value of Sp and then increases gradually with Sp, indicating increasing
deviation from the LPA model. The experiment with the carbon ions enables us to extend the
Sp value as low as ∼0.03 (at 4 MeV u−1). The maximum Sp value (∼0.075) was achieved
using the oxygen ions. It may be concluded from both sets of data that the agreement with the
LPA model is good for Sp � 0.05.

Although the LPA provides an acceptable result, it is not possible to make any definitive
statement about the degree of solid-state effect influencing the K-ionization, since the
applicability of this model is questionable in the intermediate-velocity range. However,
good agreement with the ion–atom model (ECPSSR) may indicate that the influence, for
the present collision systems, is negligibly small. This observation is consistent with our
earlier investigations on radiative electron capture in ion–solid collisions using carbon ions
with similar energies [25, 26]. It was shown that, for the case of heavy ions channelled in a Si
single crystal, the radiative electron capture (REC) x-ray cross sections as well as the photon
energies were about the same as those found in collisions with gaseous targets [45] for Zp � 9.
The comparison with the LPA proves that this ion–solid model—which includes both binary
and collective mechanisms, if any [31, 35]—correctly describes typical atomic processes such
as ionization of the K-shell electrons, at least for asymmetric collisions. This is also consistent
with the good results found by employing the LPA for the K ionization of gases [47].

5. Conclusions

K-shell vacancy production cross sections that arise from Coulomb ionization processes in
collisions with highly charged carbon ions are measured for low-atomic-number solid targets
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(Z t ranging from 17 to 29) in the intermediate-velocity range. A wide range of collision
symmetry parameters (between 0.21 and 0.35) was covered. We find that all the data points
follow the universal curve that was predicted by the ECPSSR formulation. The present
measurements with the well known ECPSSR model show excellent agreement over the whole
energy range and for all the targets considered. The good agreement of the ECPSSR clearly
indicates that, for K-shell ionization, this ion–atom model is applicable for describing ion–solid
collision experiments, at least for the present collision systems.

The measured ionization cross sections are used to provide a test of the LPA, based on the
dielectric formalism. The LPA gives satisfactory results for the more asymmetric collisions,
such as C on Ti, Fe and Cu. For lower-Z t targets it under-estimates the data to some extent. The
range of validity of the LPA, in relation to the symmetry of the collision partners, is analysed
by comparing the present carbon data and recent oxygen ion data with the LPA model in terms
of a generalized perturbation strength, Sp. It is shown that the LPA works better for Sp � 0.05.

The LPA provides acceptable overall agreement with the experimental data for K-shell
ionization, with the addition of being an ab initio calculation which includes a detailed
description of the atoms within a solid formalism. Further investigations regarding the validity
of the model for inner-shell ionization must be continued. A future extension of the present
work is to test LPA for L- or M-shell ionization, where the FEG description of more electrons
that are less well bound is better than for the two K-shell electrons. There is still scope to
improve the high-velocity model in order to explain the data in the intermediate-energy range.
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